A firm understanding of how passive and active components function at high frequencies, as well as a strong grasp of the fundamental concepts of lumped and distributed transmission lines, S-parameters, and radio-frequency (RF) propagation, is essential to successful circuit design.

1.1 Passive Components at RF

1.1.1 Introduction

At radio frequencies, lumped (physical) resistors, capacitors, and inductors are not the “pure” components they are assumed to be at lower frequencies. As shown in Fig. 1.1, their true nature at higher frequencies has undesirable resistances, capacitances, and inductances—which must be taken into account during design, simulation, and layout of any wireless circuit.

At microwave frequencies the lengths of all component leads have to be minimized in order to decrease losses due to lead inductance, while even the board traces that connect these passive components must be converted to transmission line structures. Surface mount devices (SMDs) are perfect for decreasing this lead length, and thus the series inductance, of any component (Fig. 1.2), while the most common transmission line structure is microstrip, which maintains a 50-ohm constant impedance throughout its length—and without adding inductance or capacitance.

As the frequency of operation of any wireless circuit begins to increase, so does the requirement that the actual physical structure of all of the lumped components themselves be as small as possible, since the part’s effective frequency of operation increases as it shrinks in size: the smaller package lowers the harmful distributed reactances and series or parallel resonances.
1.1.2 Resistors

As shown in Fig. 1.3, a resistor’s actual value will begin to decrease as the frequency of operation is increased. This is caused by the distributed capacitance that is always effectively in parallel with the resistor, shunting the signal around the component; thus lowering its effective value of resistance. As shown in the figure, this distributed capacitance is especially problematic not only as the frequency increases, but also as the resistance values increase. If the resistor is not of the high-frequency, thin-film type, a high-value resistor can lose much of its marked resistance to this capacitive effect at relatively low microwave frequencies. And since the series inductance of the leads of the surface-mount technology resistor are typically quite low, the added reactive effect is negligible in assisting the resistor in maintaining its marked resistance value.

1.1.3 Capacitors

Capacitors at RF and microwave frequencies must be chosen not only for their cost and temperature stability, but also for their ability to properly function at these high frequencies. As shown in Fig. 1.1, a capacitor has an undesired lead inductance that begins to adversely change the capacitor’s characteristics as
the frequency is increased. This effect is most pronounced if the lead inductance resonates with the capacitance of the physical capacitor, resulting in a series resonance—or a total reactance of nearly zero ohms (resonating a capacitor can also be purposeful: a \( j0 \) capacitor is the type that becomes series resonant at the frequency of interest by resonating its own parasitic inductance with its own small value of marked capacitance, which creates a very low series impedance, perfect for coupling and decoupling at very high frequencies). Above this series resonant frequency the capacitor itself will actually become more inductive than capacitive, making it quite important to confirm that the circuit’s design frequency will not be over the series resonance of the capacitor. This is vital for coupling and decoupling functions, while a capacitor for tuned circuits should have a series resonance comfortably well above the design frequency. The higher the value of the capacitor, the lower the frequency of this series resonance—and thus the closer the capacitor is to its inductive region. Consequently, a higher-value capacitor will demonstrate a higher inductance, on average, than a smaller value capacitor. This makes it necessary to compromise between the capacitive reactance of the capacitor in coupling applications and its series resonance. In other words, a coupling capacitor that is expected to have a capacitive reactance at the frequency of interest of 0.1 ohm may actually be a much poorer choice than one that has a capacitive reactance of 5 ohms—unless the capacitor is chosen to operate as a \( j0 \) type.

Only certain capacitor classifications are able to function at both higher frequencies and over real-life temperature ranges while maintaining their capacitance tolerance to within manageable levels. The following paragraphs discuss the various capacitor types and their uses in wireless circuits:

**Electrolytic** capacitors, both aluminum and tantalum, are utilized for very low frequency coupling and decoupling tasks. They have poor equivalent series resistance (ESR) and high DC leakage through the dielectric, and most are
polarized. However, they possess a very large amount of capacitance per unit volume, with this value ranging from greater than 22,000 μF down to 1 μF for the aluminum types. Aluminum electrolytics have a limited life span of between 5 to 20 years while tantalums, with their dry internal electrolyte, have a much longer lifetime—and less DC dielectric leakage. Unfortunately, tantalums have less of a range of values (between 0.047 μF and 330 μF) and a lower maximum working voltage rating.

Metallized film capacitors are commonly good up to about 6 MHz and are adopted for low-frequency decoupling. These capacitors are available in capacitance ranges from 10 pF to 10 μF, and include the polystyrene, metallized paper, polycarbonate, and Mylar™ (polyester) families. Metallized film capacitors can be constructed by thinly metallizing the dielectric layers.

Silver mica capacitors are an older, less used type of high-frequency capacitor. They have a low ESR and good temperature stability, with a capacitance range available between 2 and 1500 pF.

Ceramic leaded capacitors are found in all parts of RF circuits up to a maximum of 600 MHz. They come as a single-layer type (ceramic disk) and as a stacked ceramic (monolithic) structure. Capacitance values range from 1.5 pF to 0.047 μF, with the dielectric available in three different grades: COG (NPO) for critical temperature-stable applications with tight capacitance tolerance values of 5 percent or better (with a capacitance range of 10 to 10,000 pF); X7R types, with less temperature stability and a poorer tolerance (±10 percent) than COG (with available values of 270 pF to 0.33 μF); and Z5U types, which are typically utilized only for bypass and coupling because of extremely poor capacitance tolerances (±20 percent) and bad temperature stability (with a range of values from 0.001 to 2.2 μF). However, the dominant microwave frequency capacitors today are the SMD ceramic and porcelain chip capacitors, which are used in all parts of RF circuits up to about 15 GHz. Nonetheless, even for these ultra-high-quality RF and microwave chip capacitors, the capacitance values must be quite small in order for them to function properly at elevated frequencies. Depending on the frequency, a maximum value of 10 pF or less may be all that we can use in our circuit because of the increasing internal inductance of the capacitor as its own capacitance value is raised. These leadless microwave chip capacitors are also available in multilayer and single-layer configurations, with the multilayer types normally coming in a basic SMD package, while single-layer capacitors are more difficult to mount on a board because of their nonstandard SMD cases. Nonetheless, single-layer capacitors can operate at much higher frequencies—up to tens of GHz—than multilayer; but they will also have a much lower capacitance range. In addition, some ceramic and porcelain microwave SMD capacitors will have a microstrip ribbon as part of their structure for easier bonding to the microstrip transmission lines of the printed circuit board.

1.1.4 Inductors

A significant, real-world high-frequency effect in an inductor is undesired distributed capacitance—which is a capacitance that is in parallel with the actual
desired inductance of the coil (Fig. 1.1). This also means that there must be some frequency that will allow the coil’s inductance to be in parallel resonance with the distributed capacitance, causing a high impedance peak to form at that frequency. In fact, the impedance created by this parallel resonance would be infinite if not for the small value of wire resistance found in series with the inductor’s structure. The point of resonance is called the self-resonant frequency (SRF) of the inductor and must be much higher than the circuit’s actual frequency of operation if the inductor is to be used in a tuned resonant circuit (to maintain the tank’s proper impedance). RF inductors for use at the higher frequencies are built with small form factors in order to decrease this distributed capacitance effect, and thus increase their SRF (this technique will also lower the maximum inductance available, however).

An inductor parameter that is especially important for tuned circuits is the Q, or quality factor, of the inductor. The Q indicates the quality of the inductor at a certain test frequency; Q equals the inductive reactance divided by the combined DC series resistance, core losses, and skin effect of the coil. At low frequencies Q will increase, but at high frequencies the Q of an inductor will begin to decrease as a result of the skin effect raising the resistance of the wire. (Even while this is occurring, the distributed capacitance is also decreasing the desired inductance of the coil. Thus, the Q will soon reach zero, which is the value at its SRF). The coil’s DC series resistance is the amount of physical resistance, measured by a standard ohmmeter, that is due to the innate resistance within the inductor’s own wire. The DC series resistance affects not only the Q of a coil as mentioned above (and can reach relatively high levels in physically small, high-value, high-frequency inductors), but will also drop a significant amount of DC bias voltage. This is important in choosing a coil for a circuit that demands that the inductor must not have an excessive DC voltage drop across it, which can cause erratic circuit operation because of decreased bias voltages available to the active device. The last major loss effect that can create problems in high-inductance coils at high frequencies is created by coil-form losses, which can become substantial because of hysteresis, eddy currents, and residual losses, so much so that the only acceptable type of inductor core material is typically that of the air-core type.

**Inductor coil design.** There are times when the proper value or type of inductor is just not available for a small project or prototype, and one must be designed and constructed.

For a high-frequency, single-layer air-core coil (a helix), we can calculate the number of turns required to obtain a desired inductance with the following formula.

\[
n = \frac{\sqrt{L \left[ (18d) + (40l) \right]}}{d}
\]

where \( n \) = number of single layer turns required to meet the desired inductance \( (L) \)

\( L \) = desired inductance of the air coil, \( \mu H \)
\[ d = \text{diameter, in inches, of the inside of the coil (the same diameter as the form used to wind the coil)} \]
\[ l = \text{length, in inches, of the coil (if this length is not met after winding the turns, then spread the individual coils outward until this value is reached)} \]

But this should be kept in mind: The formula is only accurate for coils with a length that is at least half the coil’s diameter or longer, while accuracy also suffers as the frequency is increased into the very high frequency (VHF) region and above. This is a result of the excessive growth of conductor thickness with coil diameter. Only varnished (“magnet”) wire should be used in coil construction to prevent turn-to-turn shorts.

**Toroids.** Inductors that are constructed from doughnut-shaped powdered iron or ferrite cores are called toroids (Fig. 1.4). Ferrite toroidal cores can function from as low as 1 kHz all the way up to 1 GHz, but the maximum frequency attainable with a particular toroid will depend on the kind of ferrite material employed in its construction. Toroids are mainly found in low- to medium-power, lower-frequency designs.

Toroidal inductors are valuable components because they will exhibit only small amounts of flux leakage and are thus far less sensitive to coupling effects between other coils and the toroid inductor itself. This circular construction keeps the toroid from radiating RF into the surrounding circuits, unlike air-core inductors (and transformers), which may require some type of shielding and/or an alteration in their physical positioning on the printed circuit board (PCB). And since almost every magnetic field line that is created by the primary makes it to the secondary, toroids are also very efficient. Air-core transformers do not share these abilities.

At low frequencies, toroids are also used to prevent hum from reaching the receiver from the mains and any transmitter-generated interference from entering the power lines. This is accomplished by placing toroid inductors in series with the supply power, choking out most of the undesired “hash.”

Toroids are identified by their outer diameter and their core material. For instance, an FT-23-61 core designation would indicate that the core is a ferrite toroid (FT) with an outer diameter of 0.23 inches and composed of a 61-mix
type of ferrite material. A T designation (instead of FT) would indicate a powdered iron core as opposed to a ferrite core.

**Toroid coil design.** As mentioned above, powdered-iron toroidal inductor cores are available up to 1 GHz. To design and wind an iron toroidal inductor or choke the $A_L$ must be found on the core’s data sheet. $A_L$ symbolizes the value of the inductance in microhenrys ($\mu$H) when the core is wrapped with 100 turns of single-layer wire. All the inductor designer is required to do in order to design a powdered-iron toroidal coil is to choose the core size that is just large enough to hold the number of turns:

$$N = 100 \sqrt{\frac{L}{A_L}}$$

where $N$ = number of single-layer turns for the desired value of $L$
$L$ = inductance desired for the coil, $\mu$H
$A_L$ = value, as read on the core’s data sheet, of the chosen size and powdered-iron mix of the core, $\mu$H per 100 turns

Alternatively, if designing a ferrite toroidal core, the designer would use the formula

$$N = 1000 \sqrt{\frac{L}{A_L}}$$

where $N$ = number of single-layer turns
$L$ = inductance desired, mH
$A_L$ = value, as read on the core’s data sheet, of the chosen core size and ferrite mix, mH per 1000 turns

**Notes**

$A_L$ values have a tolerance of typically ±20 percent.

The core material must never become saturated by excess power levels, either DC or AC.

Wind a single-layer toroid inductor or transformer with a 30-degree spacing between ends 1 and 2, as shown in the inductor of Fig. 1.5, to minimize distributed capacitance, and thus to maximize inductor $Q$.

The chosen mix for the core determines the core’s maximum operating frequency.

### 1.1.5 Transformers

RF transformers are typically purchased as a complete component, but can also be constructed in toroidal form (Fig. 1.6). Toroids have replaced most air cores as interstage transformers in low-frequency radio designs (Fig. 1.7).
Toroidal transformers, with the proper core material, are quite effective up to 1 GHz as broadband transformers. As the broadband transformer increases in frequency, however, the capacitance between the transformer’s windings becomes more of a limiting factor. This internal capacitance will decrease the transformer’s maximum operating frequency, since the signal to be transformed will now simply pass through the transformer. However, this effect can be minimized by choosing a high-permeability core, which will allow fewer turns for the very same reactance, and thus permit less distributed capacitance for higher-frequency operation.

Toroidal transformer design. For proper toroidal transformer operation, the reactances of the primary and secondary windings must be 4 or more times greater than the source and loads of the transformer at the lowest frequency.
of operation. As an example, if a 1:1 transformer’s primary had a 50-ohm amplifier attached to its input, and the secondary had a 50-ohm antenna at its output, then the primary winding’s reactance \( X_p \) should be at least 200 ohms, while the secondary winding’s reactance \( X_s \) should also be 200 ohms at its lowest frequency of operation.

To design a toroidal transformer, follow these steps:

1. Calculate the required reactances of both the primary and the secondary of the transformer at its lowest frequency:

   \[
   X_p = 4 \times Z_{\text{OUT}} \quad \text{and} \quad X_s = 4 \times Z_{\text{IN}}
   \]

   where
   - \( X_p \) = required primary reactance at the lowest frequency of transformer operation
   - \( Z_{\text{OUT}} \) = output impedance of the prior stage
   - \( X_s \) = required secondary reactance at its lowest frequency
   - \( Z_{\text{IN}} \) = input impedance of the next stage

2. Now, calculate the inductance of the primary and secondary windings:

   \[
   L_p = \frac{X_p}{2\pi f_{\text{LOW}}} \quad \text{and} \quad L_s = \frac{X_s}{2\pi f_{\text{LOW}}}
   \]

3. Choose a core that can operate at the desired frequency, with a high permeability and as small a size as practical, and then calculate the number of primary and secondary turns required:\n
   \[
   N_s = 100 \sqrt{\frac{L_s}{A_L}} \quad \text{or} \quad N_s = 1000 \sqrt{\frac{L_s}{A_L}}
   \]

   \[
   N_p = N_s \sqrt{\frac{L_p}{L_s}}
   \]

4. Now wind the primary as a single layer around the entire toroid. Wind the secondary over the top of the primary winding at one end (Fig. 1.8). Reverse the windings for a step-up transformer.

### 1.2 Semiconductors

#### 1.2.1 Introduction

Semiconductors, as opposed to the vacuum tubes of the past, are small, dependable, rugged, and need only low bias voltages. These devices are utilized not
only to amplify signals, but also to mix and detect such signals, as well as create RF by oscillation. Indeed, integrated circuits, and thus most modern wireless devices, would not be possible without semiconductors. The following is a quick overview of the dominant semiconductor components.

1.2.2 DIODES

**PN junction diodes.** A *PN junction diode* (Fig. 1.9) is composed of both N- and P-type semiconductor materials that have been fused together. The N-type material will contain a surplus of electrons, called the *majority carriers*, and only a small number of holes, the *minority carriers*. The reason for this overabundance of electrons and lack of holes is the insertion of impurities, called doping, to the pure (or *intrinsic*) semiconductor material. This is accomplished by adding atoms that have five outer shell, or *valence*, electrons, compared to the four valence electrons of intrinsic silicon. The P-type material will have a surplus of holes and a deficiency of electrons within its crystal lattice structure due to the doping of the intrinsic semiconductor material with atoms that contain three valence electrons, in contrast to the four valence electrons of pure silicon. Thus, P-type semiconductor current is considered to be by hole flow through the crystal lattice, while the N-type semiconductor’s current is caused by electron flow.

In a diode with no bias voltage (Fig. 1.10), electrons are drawn toward the P side, while the holes are attracted to the N side. At the fused PN junction a *depletion region* is created by the joining of these electrons and holes, generating neutral electron-hole pairs at the junction itself; while the depletion region area on either side of the PN junction is composed of charged ions. If the semiconductor material is silicon, then the depletion region will have a barrier potential of 0.7 V, with this region not increasing above this 0.7 value since any attempted increase in majority carriers will now be repulsed by this barrier voltage.

However, when a voltage of sufficient strength and of the suitable polarity is applied to the PN junction, then the semiconductor diode junction will be forward biased (Fig. 1.11). This will cause the barrier voltage to be neutral-
ized, and electrons will then be able to flow. The bias, consisting of the battery, has a positive terminal, which repulses the holes but attracts the electrons, while the negative battery terminal repels the electrons into the positive terminal. This action produces a current through the diode.

If a reverse bias is applied to a diode’s terminals, as shown in Fig. 1.12, the depletion region will begin to enlarge. This is caused by the holes being attracted to the battery’s negative terminal, while the positive terminal draws in the electrons, forcing the diode to function as a very high resistance. Except for some small leakage current, very little current will now flow through the diode. The depletion region will continue to expand until the barrier potential equals that of the bias potential or breakdown occurs, causing unchecked reverse current flow, which will damage or destroy the diode.

As shown in the characteristic curves for a typical silicon diode (Fig. 1.13), roughly 0.7 V will invariably be dropped across a forward-biased silicon diode, no matter how much its forward current increases. This is because of the small value of dynamic internal resistance inherent in the diode’s semiconductor materials.
Miniature glass and plastic diode packages (Fig. 1.14) are utilized for low-current circuits, while power diodes are used for high forward currents of up to 1500 A.

These are some of the more important rectifier diode specifications:

- $I_{F,\text{MAX}}$, is the maximum forward current that can flow through the diode before its semiconductor material is damaged
- $I_{R}$, the diode's temperature-dependent reverse leakage current while in reverse bias
- $P_{IV}$, the reversed biased diode's peak inverse voltage, which is the maximum reverse voltage that should be placed across its terminals

**Zener diodes.** The zener diode (Fig. 1.15) uses a diode's capability to operate with reverse bias until avalanche, or reverse breakdown, results, but without being destroyed in the process. This ability to safely operate in reverse breakdown is a huge advantage, since any changes in current through the zener, no matter how large, will not affect the voltage dropped across the diode (Fig. 1.16), thus making the zener an excellent choice for voltage regulation and voltage reference circuits.

At what voltage the zener falls into avalanche is governed by its zener voltage ($V_{Z}$). But each diode, even when rated at the same $V_{Z}$, will hit this point at a slightly different voltage, which is why there are different tolerances.
Figure 1.12  A diode with reverse bias applied and the resultant reverse leakage current flow.

Figure 1.13  The characteristic curves of a silicon diode.
available for the zener diode, such as 20, 10, 5, and 1 percent. Also, in some critical circuits, it must be considered that a zener’s voltage ratings change with temperature. More temperature stable zeners are available, such as voltage reference diodes and temperature-compensated zener diodes.

The following are a few of the more important zener diode specifications:

- $I_{ZM}$, the maximum zener current before the diode is destroyed
- $V_Z$, the reverse voltage across the zener, which changes very little with an increase in current
$I_z$, the zener current required to maintain the diode within its $V_z$ region
$P_D$, the maximum approved power dissipation for the diode

**Varactor diodes.** Like zener diodes, *varactor diodes* (Fig. 1.17) also operate under reverse bias. And since we know that increasing the width of the dielectric in a capacitor will decrease its capacitance—and that decreasing the width will increase its capacitance—we can use a similar effect to our advantage in varactor diodes: Increasing the reverse bias across the varactor increases the thickness of its depletion region, which is acting as the “dielectric,” decreasing the diode's capacitance (Fig. 1.18). Decreasing the reverse bias voltage will have the exact opposite effect; it increases the diode's capacitance by decreasing the depletion region. Figure 1.19 shows the capacitance variations versus the diode's reverse voltage for one kind of varactor, the *abrupt* type.
Varactors are found in circuits that require a voltage-variable capacitance, such as tunable resonant filters and voltage-controlled oscillators (VCOs). They are available in many diverse capacitance values for almost any RF application.

**PIN diodes.** PIN diodes are constructed of a thin intrinsic layer sandwiched between a positive and a negative doped layer. They can be operated as RF switches and attenuators. PIN diodes, above certain frequencies (greater than 50 MHz), do not act as normal PN junction rectifier diodes, but as current-controlled resistors (the *carrier lifetime* rating will decide the diode’s low frequency limit, under which the PIN begins to function as a normal PN junction diode). PINs will also have a much lower on resistance than do normal PN junction rectifier diodes, which can be changed over a range of $1/2$ ohm to over 10,000 ohms with the application of a DC control current. When employed as a switch, this control current is switched on or off, thus going from a very low resistance (on), to a very high resistance (off). When used as an attenuator, this control current is changed continuously, normally in nondiscrete steps, allowing the PIN to alter its resistance from anywhere between its lowest to its highest resistance values. Figure 1.20 displays a typical PIN diode’s forward-bias current and resultant RF resistance.

**Schottky diode.** The Schottky diode is constructed of a metal that is deposited on a semiconductor material, creating an electrostatic boundary between the resulting Schottky barrier. These diodes can be found in microwave detectors, double-balanced modulators, harmonic generators, rectifiers, and mixers. Some Schottky diodes can function up to 100 GHz, have a low forward barrier voltage, and are mechanically sturdy.

![Figure 1.19 Capacitance versus the applied reverse voltage for a varactor diode.](image)
Zero-bias Schottkys are a type of diode with a very low forward voltage. Figure 1.21 displays their $I-V$ curves, showing their low forward voltage and the resultant forward current.

**Gunn diodes.** Gunn diodes can function as an oscillator at microwave frequencies. The transit time of an electron through the Gunn diode determines the actual frequency of oscillation and, when the diode is inserted into a suitable resonant cavity, the Gunn device can oscillate at frequencies of up to 100 GHz. However, the higher the frequency of the Gunn, the thinner it must be, which lowers its power dissipation abilities.

**Step-recovery diodes.** A step-recovery diode (SRD) is a special diode employed in some microwave frequency-multiplication circuits. The SRD functions in this role by switching between two impedance conditions: low and high. This change of state may occur in only 200 ps or less, thus discharging a very narrow pulse of energy. An SRD can best be visualized as a capacitor that stores a charge, then discharges it at a very rapid rate, causing a pulse that is plentiful in harmonics.

### 1.2.3 Transistors

**Bipolar junction transistor (BJT).** A bipolar transistor is constructed of NPN or PNP doped regions, with the NPN being by far the most common. The emitter provides the charges, while the base controls these charges. The charges that have not entered the base are gathered by the collector.

Figure 1.22 reveals a silicon NPN transistor that has its emitter and base forward biased, with the collector reversed biased, to form a simple amplifier. The negative terminal of the emitter-base battery repels the emitter’s electrons, forcing them into the thin base. But the thin base structure, because of the small amount of holes available for recombination, cannot support the large number of electrons coming from the emitter. This is why base current
is always a small value, since the majority of the electrons—over 99 percent—are attracted by the positive potential on the much larger collector, where they continue to flood into the collector’s positive bias supply. This action is what forms the transistor’s output current.

From the foregoing explanation, we see that \( I_E = I_B + I_C \) and \( I_B = I_E - I_C \), meaning that the currents through a transistor are completely proportional. Thus, if the emitter current doubles, then so will the currents in the base and the collector. But more important, this also means that if a small external bias or signal should increase this small base current, then a proportional—but far greater—emitter and collector current will flow through the transistor. This will produce voltage amplification if the collector current is sent through a high output resistance.
The input of a common-emitter transistor has a low resistance because of its forward bias, so any signal inserted into the base-emitter junction will be across this low input resistance, thus causing the bipolar transistor to be current controlled by both the DC bias and any external signal voltages. This is shown in the BJT’s characteristic curves of Fig. 1.23. The input signal, such as an RF or audio signal, will then add to or subtract from the DC bias voltage that is across the transistor.

Before significant collector current can flow, the transistor’s emitter-base barrier voltage $V_{BE}$ of approximately 0.6 V (for silicon) must be overcome. This task is performed by the base bias circuit. In a linear amplifier, the initial transistor’s operating point is set by the bias circuits to be around 0.7 V in order to allow any incoming signal to be able to swing above and below this amount. The region of active amplification of a BJT is only about 0.2 V wide, so any voltage between saturation (0.8 V) and cutoff (0.6 V) is the only range that a semiconductor is capable of amplifying in a linear manner. Between these two $V_{BE}$ values of 0.6 and 0.8 V, the $I_B$ and thus the $I_C$ is controlled.

A BJT can be thought of as a current-controlled resistance, with a tiny base current controlling the transistor’s resistance, which influences the much larger emitter-to-collector current. This collector current is then made to run through a high load resistance, generating an amplified output voltage.

Some high-frequency power transistors may be internally impedance matched to increase their normally very low input and output impedances (as low as 0.5 ohm), while some metal-can transistors may be found with four leads; with one lead attached to the metal can itself, which is then grounded to provide an RF shield.

A few of the more common transistor specifications found in BJT data sheets are:

![Figure 1.23](https://www.digitalengineeringlibrary.com/imag...)

Figure 1.23  The characteristic curves for a bipolar transistor.
\[ BV_{CBO} \], the collector-to-base breakdown voltage, the amplitude of collector voltage that will normally break down the collector junction

\[ P_{D_{\text{MAX}}} \], the maximum total power dissipation a transistor is capable of in an ambient air temperature of 25°C

\[ T_{J_{\text{MAX}}} \], the maximum internal junction temperature before the semiconductor material breaks down

\[ I_{C_{\text{MAX}}} \], the maximum collector current of the BJT

\[ f_T \], the current gain–bandwidth product, the frequency that a common-emitter transistor will be at a beta of unity

\[ f_{\beta_{0.7}} \], the beta cutoff frequency, the frequency that the BJT's beta decreases to 70.7 percent of its low frequency value

\[ I_{\text{CEO}} \], the temperature-dependent leakage current that occurs from the emitter to the collector with the base open

**Junction field-effect transistor (JFET).** Since a JFET's input gates are always reversed biased, they will have a very high low-frequency input impedance, and are thus voltage controlled. Junction field-effect transistors are also quite capable of receiving an input of up to several volts (compared to the bipolar transistor’s few tenths of a volt), and create less internal noise than a BJT, but they display less voltage gain and more signal distortion.

As shown in Fig. 1.24, the structure of a JFET is composed of a gate, a source, and a drain. The JFET's terminals are voltage biased in such a way that the drain-to-source voltage \( V_{DS} \) causes the source to be more negative than the drain. This lets the drain current \( I_D \) flow from the source to the drain through the N channel.

The JFET characteristic curves of Fig. 1.25 readily indicate that a JFET is a normally on device when there is no bias voltage present at the gate. This permits the maximum JFET current \( I_{D_{\text{SS}}} \) to flow from the source to the drain. When the gate and source are presented with a negative voltage \( -V_{GS} \), an area lacking charge carriers (the depletion region) starts to form within the JFET's N channel. This N channel depletion region functions as an insulator; therefore, as the JFET becomes increasingly reverse biased and increasingly exhausted of any charge carriers, the N channel continues to be narrowed by this developing depletion region. The channel's resistance rises, decreasing the JFET's current output into its load resistor, which lowers the device's output voltage across this resistor. As the negative gate voltage of \( -V_{GS} \) is increased, the depletion region continues to widen, decreasing current flow even further—but a point is ultimately reached where the channel is totally depleted of all majority carriers, and no more current flow is possible. The voltage at which the current flow stops is referred to as \( V_{GS_{\text{OFF}}} \). In short, the \( V_{GS} \) successfully controls the JFET's channel resistance, and thus its drain current. However, it is important that the drain-to-source voltage \( V_{DS} \) should be of a high enough amplitude to allow the JFET to operate within its linear region,
Figure 1.24 The internal structure of, and current flow through, a JFET.

Figure 1.25 A JFET's characteristic curves.
or above pinch-off ($V_p$). Pinch-off is simply an area where the drain current will stay constant even if the drain-to-source voltage is increased; now only the gate-to-source voltage can affect the drain current.

A few of the more common JFET parameters are:

- $I_{DSS}$, the maximum JFET drain current possible (with a $V_{GS}$ at 0 V)
- $g_m$ or $g_{fs}$, the transconductance gain (or $\Delta I_D/\Delta V_{GS}$), measured in siemens or mhos
- $V_{DS(MAX)}$, the maximum safe drain-to-source voltage
- $V_p$, the pinch-off voltage, the minimum $V_{DS}$ required for the JFET’s linear operation
- $P_{D}$, the JFET’s maximum power dissipation rating

**Metal-oxide-silicon field-effect transistor (MOSFET).** Metal-oxide-silicon field-effect transistors use a gate structure that is well insulated from the source, drain, and channel. This produces an active device with an almost infinite DC input resistance. However, this high input resistance is significantly decreased by its bias components, as well as by high-frequency operation. In fact, as the frequency of operation is increased, the MOSFET’s input impedance approaches that of a BJT.

MOSFETs are available that can operate in one of two modes: the depletion mode, as a normally on device, and the enhancement mode, as a normally off device.

Drain current in a depletion-mode N-channel MOSFET (Fig. 1.26) is controlled through the application of a negative and positive gate voltage (Fig. 1.27). By raising the negative voltage at the MOSFET’s gate we would soon reach a point where, as a result of the channel being depleted of all majority carriers, no significant drain current can flow. But as the gate-to-source voltage $V_{GS}$ becomes less negative, more current will start to move. Even as we pass 0 V for $V_{GS}$, the drain current will still continue to rise, since at zero $V_{GS}$ the MOSFET—unlike the JFET—has not reached the maximum current. Nonetheless, the drain current is still quite substantial, since many majority carriers are present within the depletion MOSFET’s N channel. The $V_{GS}$ increases until it reaches some maximum positive value; now the maximum number of electrons has been drawn into the N channel, and the maximum current is flowing through the channel and into the drain.

Depletion MOSFETs are used extensively in wireless circuits because of their low-noise-producing characteristics. A similar structure, but employing two gates within a single device, is the dual-gate MOSFET (Fig. 1.28). These are utilized in mixers and automatic gain control (AGC) amplifiers, with each of the MOSFET’s gate inputs having an equal control over the drain current.

The other type of MOSFET, the enhancement-mode type, or E-MOSFET (Fig. 1.29) is, as mentioned above, a normally off transistor. So, almost no source-to-drain current flows when there is no bias across the E-MOSFET’s gate, as shown in the characteristic curves of Fig. 1.30. However, almost any
positive voltage that is placed across the gate will produce a channel between
the device’s source and drain (Fig. 1.31). Thus, as electrons are pulled to the
gate, an N-channel is created within the P-type substrate. This action permits
electrons to flow steadily toward the positively charged drain, creating a con-
tinuous current flow.
Nonetheless, enhancement-mode MOSFETs will have a 1-V gate threshold voltage before any significant drain current will flow. In fact, enhancement-mode MOSFET power devices must use a positive gate bias to overcome this gate threshold voltage in order to optimize gain and output power. This bias requirement means that, unlike a BJT, an E-MOSFET cannot simply employ a zero gate bias at its input to run in Class C power amplifier operation.
E-MOSFETs are popular in digital ICs as voltage-controlled switches, and are found as the active element in high-frequency, very high frequency, and ultrahigh frequency (HF, VHF, and UHF) power amplifiers and drivers. This is a result of the E-MOSFET parameters’ superiority to those of a typical power BJT, such as higher input impedance and gain, increased thermal stability, lower noise, and a higher tolerance for load mismatches. Another advantage that any MOSFET enjoys over a BJT is the impossibility of thermal runaway, since MOSFETs are designed to have a positive temperature coefficient at high drain currents. This means that, as the temperature increases, a MOSFET will actually decrease its source-to-drain current, instead of increasing its current output as a BJT will (see “Thermal Runaway”). This makes thermal runaway impossible and temperature stabilization components less necessary, except to stabilize the MOSFET’s Q point. In addition, a MOSFET's input and output impedances will change much less for different input drive levels than a BJT's, and a MOSFET offers better single-stage stability and 20 percent more gain. MOSFETs also can survive a very high voltage standing wave ratio (VSWR), second only to BJTs with an emitter ballast resistor in this respect. On the negative side, however, MOSFETs are very sensitive to destruction by static electricity, with almost any electrical spark possibly causing damage to the gate insulation. And N-channel enhancement MOSFETs, the most common in RF power applications, as well as depletion-mode power MOSFETs in Class C and B operation, can begin to exhibit low-frequency oscillations if they are directly paralleled for increased output. MOSFETs also have inferior low-order intermodulation distortion (IMD) performance to that of BJTs.

**SiGe BiCMOS.** SiGe stands for silicon-germanium, while CMOS stands for complementary metal-oxide-semiconductor. SiGe BiCMOS comprises these two major technologies: SiGe and the integration of SiGe with CMOS.

SiGe devices, also called SiGe HBTs (silicon-germanium heterojunction bipolar transistors), is a mixture of silicon (Si) and germanium (Ge) within a single transistor structure. This produces much higher cutoff frequencies (60 GHz for SiGe; 20 GHz for standard silicon), a reduction in noise, and greatly decreased power dissipation, with the added benefit of increased gain over that of standard silicon. A primary limitation of current HBTs is that the breakdown voltage of the device is rather low, decreasing dependability somewhat. This will be rapidly improved, however.

Current SiGe technology allows the high-frequency performance of GaAs at much lower costs (equivalent to VLSI silicon, or about a quarter of the cost of GaAs). SiGe also employs much simpler manufacturing techniques (GaAs manufacturing is intensive, complex, and has lower chip yields than SiGe). In fact, many companies are claiming that SiGe will eventually completely obsolesce GaAs in all frequencies below 60 GHz.

The recent ability to economically combine CMOS with SiGe will permit the integration of microwave RF front ends with the intermediate-frequency (IF) and baseband circuitry—as well as the necessary control logic—on a single chip.
This will significantly decrease the number of components, and thus the cost, of high-volume items such as mobile phones, direct-conversion (zero IF) data radio receivers, cheap Global Positioning System (GPS) receivers, wireless local-area networks (LANs), pagers, and other (high-volume) systems-on-a-chip.

Many major companies, such as Harris Semiconductor, Hughes Networking, National Semiconductor, Northern Telecom, and Tektronix, find this technology important enough that they have obtained expensive foundry licenses for the IBM SiGe BiCMOS technology.

The first products are just becoming available, and are small-density components meant to supersede GaAs products. Inevitably, higher-integration devices will be introduced that will lower cost and increase performance in many high-volume wireless systems, with cellular phones being the primary market.

1.3 Microstrip

1.3.1 Introduction

At microwave frequencies, microstrip (Fig. 1.32) is employed as transmission lines, as equivalent passive components, and as tuned circuits and high-Q microwave filters on printed circuit boards. Microstrip is used for these functions for its low loss and ease of implementation, since high-frequency components, such as surface mount capacitors, resistors, and transistors, can be mounted directly onto the PCB's microstrip metallization layer. The metallization layer can be formed of copper or gold.

Microstrip itself is unbalanced transmission line and, because of its unshielded nature, can radiate RF. However, radiation from properly terminated microstrip is quite small. Stripline (Fig. 1.33) is similar to microstrip, but is placed between the metallization layers of a PCB and, because of the balanced twin ground planes, does not radiate. Both microstrip and stripline normally have a printed circuit board substrate constructed of fiberglass, polystyrene, or Teflon. Since microstrip can utilize standard PCB manufacturing techniques, it is easier and cheaper to fabricate than stripline.

The characteristic impedance of microstrip is governed by the width of the conductor, the thickness of the dielectric, and the dielectric constant; low-
impedance microstrip lines are wide, and high-impedance microstrip lines are narrow. But the most important attribute of microstrip is that its impedance does not change with frequency or with line length. The characteristic impedances of microstrip and stripline are designed to be anywhere between 10 to 100 ohms, with 50 ohms being the norm for transmission line use. Microstrip is very common in frequencies of operation at 150 MHz and above.

1.3.2 Microstrip as transmission line

Fifty-ohm microstrip is utilized in microwave circuits to prevent reflections and mismatch losses between physically separated components, with a calculated nominal width that will prevent the line from being either inductive or capacitive at any point along its length. In fact, with a source's output impedance matched to the microstrip, and the microstrip matched to the input impedance of the load, no standing or reflected waves will result; thus there will be no power dissipated as heat, except in the actual resistance of the copper as $I^2R$ losses.

In microstrip the dielectric constant ($E_r$) of the dielectric material will not be exactly what the microstrip transmission line itself “sees.” This is due to the flux leakage into the air above the board, combined with the flux penetrating into the dielectric material. This means that the actual effective dielectric constant ($E_{eff}$), which is the true dielectric constant that the microstrip will now see, will be some value between that of the surrounding air and the true dielectric constant of the PCB.

Because of the small RF field leakage that emanates from all microstrip, these types of transmission lines should be isolated by at least two or more line widths to decrease any mutual coupling effects when run side by side on a PCB. To lower the chances of cross talk even further, a ground trace may be necessary between the two microstrip transmission lines. Microstrip should also always be run as short and straight as possible, with any angle using a mitered or slow round bend (Fig. 1.34) to decrease any impedance bumps—and the ensuing radiation output [electromagnetic interference (EMI)] caused by a sharp or unmitered bend.

Another issue to watch for in designing microwave circuits with microstrip transmission lines is the waveguide effect: Any metal enclosure used to shield the microstrip—or its source or load circuit—can act as a waveguide, and drastically alter circuit behavior. This effect can be eliminated by changing the width of the shield to cover a smaller area or by inserting special microwave foam attenuator material within the top of the enclosure.
Microstrip transmission line design. Use the following equation to plug in different microstrip widths to obtain the desired impedance:

\[
Z_0 = \frac{377}{\left(\frac{W}{h} + 1\right) \sqrt{E_r + \sqrt{E_r}}}
\]

where \(Z_0\) = characteristic impedance of the microstrip, ohms
\(W\) = width of the microstrip conductor (use same units as \(h\))
\(h\) = thickness of the substrate between the ground plane and the microstrip conductor (use same units as \(W\))
\(E_r\) = dielectric constant of the board material

1.3.3 Microstrip as equivalent components

Distributed components such as inductors, transformers, and capacitors can be formed from microstrip transmission line sections on PCBs at microwave frequencies. A series or shunt inductor can be formed from a thin trace (Fig. 1.35), a shunt capacitor can be formed by a wide trace (Fig. 1.36), and a transformer can be formed by varying the width of the microstrip (Fig. 1.37).

Distributed equivalent component design. It is important to never make a distributed component longer than 30 degrees out of the 360 degrees of an entire wavelength or the equivalent component effect will depart more and more from that of an ideal lumped component. To calculate how long 30 degrees is out of 360 degrees, simply divide 30 by 360, then multiply this value by the actual wavelength of the signal on the PCB, keeping in mind that the signal’s wavelength in the substrate will not be the same as if it were traveling through a vacuum.

To find the actual wavelength of the signal, which is being slowed down by the substrate material, calculate the microstrip’s velocity of propagation \((V_p)\). First, find the effective dielectric constant \((E_{eff})\) of the microstrip, since, as
stated above, the signal will be partly in the dielectric and partly in the air above the microstrip, which will affect the propagation velocity through this combination of the two dielectric mediums:

\[
E_{\text{EFF}} = \frac{E_r + 1}{2} + \left(\frac{E_r - 1}{2}\right) \cdot \frac{1}{\sqrt{1 + \frac{12h}{W}}}
\]
where \( E_{\text{EFF}} \) = effective dielectric constant that the microstrip sees
\( E_r \) = actual dielectric constant of the PCB’s substrate material
\( h \) = thickness of the substrate material between the top conductor and the bottom ground plane of the microstrip
\( W \) = width of the top conductor of the microstrip

Then:

\[
V_P = \frac{1}{\sqrt{E_{\text{EFF}}}}
\]

where \( V_P \) = fraction of the speed of light compared to light in a vacuum.

Then calculate the wavelength of the signal of interest in a perfect vacuum:

\[
\lambda_{\text{VAC}} = \frac{11,800}{f}
\]

where \( \lambda_{\text{VAC}} \) = wavelength of the frequency of interest \((f)\), mils, in a true vacuum
\( 11,800 \) = speed of light value to obtain a \( \lambda_{\text{VAC}} \) in mils while using an \( f \) in GHz
\( f \) = frequency of the signal of interest, GHz

Then multiply the velocity of propagation \((V_P)\) times the wavelength \((\lambda_{\text{VAC}})\) of the signal as calculated above in order to arrive at the wavelength of the signal of interest \((\lambda)\), in mils, when the signal is placed into the microstrip:

\[
\lambda = V_P \times \lambda_{\text{VAC}}
\]

**Distributed parallel (shunt) capacitor.** First, knowing the capacitance of the desired component for your circuit, calculate the reactance of the shunt capacitor required, at the frequency of interest, by the common formula

\[
X_c = \frac{1}{2\pi f C}
\]

Second, utilize 30-ohm microstrip \((Z_L = 30 \text{ ohms})\) for the substrate’s dielectric. Find the microstrip width required for this 30-ohm value by using one of the many microstrip calculation programs available free on the Web (such as HP’s AppCad, or AWR’s TXLine, or Daniel Swanson’s MWTLC), or use the formula above. As shown in Fig. 1.38, the microstrip of the equivalent shunt capacitor is open, and not grounded, at its end. The capacitor section is also attached to the 50-ohm microstrip transmission line by a small tapered section to improve the transition. A further improvement is possible by splitting the capacitor in two and placing it on both sides of the transmission line.
Third, calculate the required microstrip's length to become a capacitor of value $X_c$, as calculated above, with this formula:

$$\left( \frac{\text{Arctan} \frac{30}{X_c}}{360} \right) \times \lambda = \text{length}$$

where $X_c$ = capacitive reactance required in the distributed circuit, ohms
length = length of the microstrip required to imitate a lumped component of value $X_c$ in mils (which should never be longer than 30 degrees, or 12 percent, of $\lambda$)
$\lambda$ = wavelength of the frequency of interest for the substrate of interest (or $V_p \times \lambda$; see above formulas), mils

**Series inductor.** As shown in Fig. 1.39, the equivalent series inductor is placed in series with the 50-ohm microstrip transmission line, or placed between other distributed or lumped components.

**Figure 1.38** (a) A distributed capacitor; (b) two shunts equaling the single capacitor; (c) equivalent lumped shunt capacitor.
First, knowing the inductance required of the distributed inductor, calculate the reactance, at the frequency of interest, by the common formula

\[ X_L = \frac{2 \pi f}{L} \]

Second, utilize 100-ohm microstrip \( (Z_L = 100 \text{ ohms}) \) for the substrate’s dielectric in use. Find the microstrip width required for this 100-ohm value by either working with one of the many microstrip calculation programs available free on the Web (such as HP’s AppCad, or AWR’s TXLine, or Daniel Swanson’s MWTLC) or by employing the microstrip formula above.

Third, calculate the microstrip’s required length to become an inductor of value \( X_L \):

\[ \left( \text{Artcan} \frac{X_L}{100} \right) \times \lambda = \text{length} \]

where \( X_L \) = inductive reactance needed in the distributed circuit, ohms

\[ \text{length} = \text{length of the microstrip required to imitate a lumped component of value } X_L \text{ (should never be longer than 30 degrees, or 12 percent, of } \lambda \text{), mils} \]

\[ \lambda = \text{wavelength of the frequency of interest for the substrate of interest (or } V_p \times \lambda; \text{ see wavelength calculations above), mils} \]

**Parallel (shunt) inductor.** As shown in Fig. 1.40, the equivalent shunt inductor is grounded at one end (a grounded stub) through a via to the ground plane of the PCB. Alternatively, as will be shown, it can also be RF grounded through a distributed equivalent capacitor to ground.

First, knowing the inductance required within the circuit, calculate the reactance of the shunt inductor, at the frequency of interest, by the common formula:

\[ X_L = \frac{2 \pi f}{L} \]

Second, use 100-ohm microstrip \( (Z_L = 100 \text{ ohms}) \) for the substrate’s dielectric. Find the microstrip width required for this 100-ohm value either by using one of the many microstrip calculation programs available free on the Web
such as HP's AppCad, or AWR's TXLine, or Daniel Swanson's MWTLC) or by calculating with the microstrip formula above.

Third, calculate the microstrip's required length to become an inductor of value $X_L$:

$$\left(\text{Artcan} \frac{X_L}{100}\right) \times \frac{\lambda}{360} = \text{length}$$

where $X_L =$ inductive reactance needed in the distributed circuit, ohms

$\lambda =$ wavelength of the frequency of interest for the substrate of interest (or $V_p \times \lambda$; see the above wavelength calculations), mils

$mils.$

**Choke.** The distributed choke is RF grounded (a grounded stub) through a distributed or lumped capacitor (Fig. 1.41); or by a direct connection through a via to the ground plane (Fig. 1.42). The width of a distributed choke is that of 100-ohm microstrip for the substrate's dielectric ($Z_L = 100$ ohms, 100 ohms is the impedance of the microstrip only, and not that of the equivalent choke). Find the microstrip width required for this 100-ohm value either by using one of the many microstrip calculation programs available free on the Web (such as HP's AppCad, or AWR's TXLine, or Daniel Swanson's MWTLC) or by calculating with the microstrip formulas above. The length of the choke will be exactly $V_p \times \lambda/4$, or 90 degrees electrical. The distributed choke is theoretically now a complete open circuit because the distributed circuit is at precisely $\lambda/4$.

The equivalent choke can be used in the bias decoupling circuit of Fig. 1.43. $L$ acts as a shorted quarter-wave stub because of the RF ground provided by $C$; $R_{\text{BIAS}}$ and $C_1$ function as low-frequency decoupling [$R_{\text{BIAS}}$ can also act as a...
Figure 1.41  Distributed DC bias decoupling.

Figure 1.42  (a) A distributed choke; (b) equivalent lumped tank circuit; (c) a lumped choke.
bias resistor for a monolithic microwave integrated circuit (MMIC); $C$ behaves as an open stub to work as an RF short circuit (by being exactly $\lambda/4$), and the fact that it is wide lowers its impedance even further.

**Transformer.** The narrowband transformer of Fig. 1.44 is employed for resistive terminations only, such as those between different values of microstrip, between two resistive stages, or between two reactive stages with the reactances tuned out by a capacitor or inductor. The transformer's

---

**Figure 1.43** (a) Distributed DC bias decoupling; (b) equivalent lumped circuit.
length is exactly $V_p \times \lambda/4$, or 90 degrees electrical, and its impedance can be calculated by

$$Z = \sqrt{R_1 R_2}$$

After the impedance is found, calculate the $Z$ section’s required width either by employing one of the many microstrip calculation programs available free on the Web (such as HP’s AppCad, or AWR’s TXLine, or Daniel Swanson’s MWTL), or by calculating with the microstrip formula above.

**Microstrip component equivalency issues.** Inductors, transformers, capacitors, and series and parallel tank circuits will function only for the particular dielectric constant, board thickness, and frequency used in the original equivalency calculations.

As stated above, the length of the equivalent inductor and capacitor elements should not be longer than 12 percent (30 degrees) of $\lambda$, or they will begin to lose their lumped component equivalence effect. In calculating the wavelength of the frequency of interest, the velocity factor of the substrate must be considered, since this changes the actual wavelength of the signal over that of free air. And inasmuch as the wavelength of the signal varies with the propagation velocity of the substrate, and the dielectric constant varies the $V_p$, then all distributed components are frequency and dielectric constant dependent.

In shielding microstrip distributed equivalent capacitors and inductors, as well as microstrip transmission lines, the shield should be kept at least 10 substrate thicknesses away from the microstrip because of the field leakage above the etched copper—which causes a disruption within this field—and subsequent impedance variations.

The calculations for a frequency’s velocity of propagation ($V_p$) will change slightly with the width of the microstrip conductor. This is due to the electric field that is created by the signal being bounded not by the dielectric and ground plane but by air, on one side of the microstrip.

Figure 1.45 displays proper and improper methods to construct a distributed inductor and capacitor equivalent circuit, which in this case is being used as a

![Figure 1.44](image-url)
3-pole low-pass filter. The proper way to position the microstrip distributed inductors and capacitors is shown in Fig. 1.45a, where the length has been calculated to be 0.246 inch for the series inductors and 0.425 inch for the shunt capacitor. This layout clearly allows the microstrip lengths and widths, as calculated, to function as desired. However, in Fig. 1.45b the length of each of the distributed inductors is now far less than calculated, and even the length of the capacitor is a little longer than desired. The figure demonstrates that each equivalent distributed component must be laid out properly—with no length ambiguities—or improper circuit operation will result.

The capacitive end effect of open stubs should be taken into account in all distributed designs. This effect creates an open stub that is approximately 5 percent longer electrically than the microstrip actually is physically on the PCB, causing the stub to resonate at a frequency lower than expected. This can be corrected by removing 5 percent from the calculated length of the open stub.

Figure 1.45 Proper (a) and improper (b) layouts of equivalent microstrip components.
1.4 Transmission Lines

1.4.1 Introduction

Transmission lines are conductors intended to move current from one location to another not only without radiating, but also at a selected impedance. There are two kinds of lumped RF transmission lines: unbalanced, normally in the form of coaxial cable, and balanced, such as twin-lead.

Waveguide, a type of transmission line, can still be found in high-powered microwave transmitters, but is normally more expensive than coaxial cable and is much harder to work with.

1.4.2 Transmission line types

Balanced lines are characteristically 300-ohm twin-lead (Fig. 1.46), and are distinctly different from unbalanced coaxial line, since there is no conductor in balanced line that is at a ground potential. In fact, each conductor has an equal-in-amplitude but opposite-in-phase signal present on each of its two conductors.

Commonly operated as a feedline to a television or FM receiver antenna or, more infrequently, as a balanced feed to a dipole transmitting/receiving antenna, twin-lead has very little line losses and is able to survive high line voltages. However, twin-lead is not found in the impedance required for most transmitters and receivers (50 ohms), and matching networks must be used.

By far the most popular line is unbalanced, which comes in the form of coaxial cable (Fig. 1.47) and is shielded with varying degrees of copper braid (or aluminum foil) to prevent the coax from receiving or radiating any signal. The inner conductor carries the RF current, while the outer shield is at ground potential.

Coax cable comes in many diameters, qualities, and losses per foot. It is commonly the flexible type, which is covered with a protective rubber sleeve, but the semirigid type, with solid copper outer conductor, is also used. Flexible coax is available, at a high cost, that can function with low losses up to frequencies as high as 50 GHz.

Now that coax cables can work in the microwave region, waveguide (Fig. 1.48) has become a little less widespread. Whenever possible, modern microwave designs have removed waveguides in favor of low-loss, semirigid
coax cables to transmit and receive high-frequency signals. However, waveguide is still favored as the transmission line of choice in certain demanding microwave high-power applications. Waveguide can be a round or a rectangular hollow metal channel made to transport microwave radiation from one point to another, with minimal signal loss, for very long distances. The actual size of the waveguide itself will govern its working frequency (Fig. 1.49), with one-quarter wavelength straight or loop probes adopted to inject or remove the microwave energy from the waveguide structure.

Waveguides perform as a type of high-pass filter, since they will propagate microwave radiation above their working frequency but not below their cutoff frequency. However, mode shifts that arise within the waveguide structure will limit the highest frequencies they are capable of propagating, thus making a waveguide more of a very wide bandpass filter.

1.4.3 Transmission line issues

With a frequency source’s output and its transmission line at the same impedance, and with the transmission line also equal to the load’s input impedance, no standing or reflected waves will exist on the transmission line. Thus, no power will be dissipated as heat—apart from that generated by the transmission line center conductor’s natural resistance—and the line will seem infinitely long, with no standing waves reflected back into the source, while sending the maximum power to the load. The transmission line is now considered to be flat line (Fig. 1.50). However, if there were high standing waves (high VSWR) existing on the transmission line (Fig. 1.51), the line’s dielectric and/or the wireless transmitter’s final amplifier can be damaged by the reflections.

Generally, the larger the diameter of the coaxial cable, the higher the operating frequency and the smaller the losses. This is not true at the higher microwave frequencies, where the diameter of the cable can approach a certain fraction of the signal’s wavelength, causing high transverse electric mode (TEM) losses due to the coax transitioning to an undesired waveguide mode.

1.5 S Parameters

1.5.1 Introduction

S parameters characterize any RF device’s complicated behavior at different bias points and/or frequencies, and give the circuit designer the ability to
easily calculate a wireless device’s gain, return loss, stability, reverse isolation, matching networks, and other vital parameters.

$S$ parameters, or *scattering parameters*, are effective for small-signal design in linear, Class A amplifiers. Typically practical only in amplifiers running under 1 watt, they are not considered useful in most power amplifier designs (RF power amplifiers operate at 1 watt and above). As intimated above, power is only one of the aspects that determine whether an RF amplifier can be designed and described with $S$ parameters: The amplifier must also be operated within its linear region. This would leave out any amplifier, even under...
Figure 1.51  Voltage and current distribution on a nonterminated transmission line, with maximum standing waves.

nonpower conditions, that is biased at anything other than Class A, such as Class AB, B, or C. However, Class AB is normally accepted as performing acceptably when designed with S parameters, while even a few Class B designs have at least been started with S-parameter techniques.

What are S parameters?  For small-signal transistors meant to operate at frequencies of over 50 MHz, S parameters are typically utilized to design the transistor’s input and output matching networks for maximum power output, and to define the forward and reverse gain as well as the input/output reflection coefficients of a linear amplifier (or any linear black box) that is terminated at both of its ports with $50 + j0$. [Reflection coefficients are the ratio of the reflected wave to the forward wave, and are a measure of the quality of the match between one impedance and another, or $V_{\text{REFLECTED}} / V_{\text{FORWARD}}$—with a perfect match equaling zero, worst match equaling 1—and can be expressed in rectangular ($\Gamma = R \pm jX$) or polar ($\Gamma = P \angle \theta$) forms.] It is extremely important to remember that all S parameters are collected, and are valid, for only one $V_{CE}$, $I_C$, and $f_r$. However, this is not as limiting as it may seem, as multiple frequencies will always be given in the device’s own S parameter file (*.S2P file; Fig. 1.52), and many microwave transistor manufacturers will also supply multiple S-parameter files with a few different selections of $V_{CE}$ and/or $I_C$ for each active device. This allows the engineer more flexibility in common-emitter amplifier bias design. There may also be other S-parameter files available, depending on whether the active device is to be part of a common-source or a common-base amplifier.

S parameters can be taken for any device, whether active or passive, not only to be used in calculating matching circuit elements, but also to simulate a complete circuit in a computer at high frequencies for gain, stability, and return loss. These S-parameter measurements are required in high-frequency design, since at elevated frequencies most Spice simulation models will completely break down. This is due to the lack of proper Spice modeling
of a device’s natural internal parasitic distributed capacitances and inductances and the problems that occur as the wavelength of the RF signal becomes a significant portion of the size of the physical components. Both will have a significant effect on the device’s true RF behavior. 

\( S \)-parameters are described by \( S_{21}, S_{12}, S_{11}, \) and \( S_{22} \). \( S_{21} \) is the forward transmission coefficient (representing the stage gain); \( S_{12} \) is the reverse transmission coefficient (representing the reverse gain, or isolation); \( S_{11} \) is the input reflection coefficient (representing the input return loss); and \( S_{22} \) is the output reflection coefficient (representing the output return loss). Figure 1.53 combines all of these \( S \) parameters into the gains and reflections of a single black box for a simplified graphical description.

Basically, \( S \) parameters are voltage ratios referenced to 50 ohms, since a voltage comparison is all that need be obtained to find any \( S \) parameter at the same impedance. But a complete \( S \) parameter is a vector quantity, taking into account not only the magnitude, but also the phase. The vector quantity allows the analysis of stability and complex impedances while both ports of the device are terminated in 50 ohms. Considering that \( S \) parameters are the voltage ratio of a port input potential to the reflected potential, or of the input potential to the output potential, it can be seen that any device can easily be accurately characterized for any RF circuit.

### Table 1.52

<table>
<thead>
<tr>
<th>GHz</th>
<th>MAG</th>
<th>ANG</th>
<th>MAG</th>
<th>ANG</th>
<th>MAG</th>
<th>ANG</th>
<th>MAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.010</td>
<td>0.1968</td>
<td>0.2</td>
<td>8.019</td>
<td>178.9</td>
<td>0.0777</td>
<td>0.6</td>
<td>0.3276</td>
</tr>
<tr>
<td>0.020</td>
<td>0.1967</td>
<td>0.2</td>
<td>8.070</td>
<td>178.3</td>
<td>0.0777</td>
<td>1.0</td>
<td>0.3266</td>
</tr>
<tr>
<td>0.030</td>
<td>0.1975</td>
<td>-1.4</td>
<td>8.032</td>
<td>177.5</td>
<td>0.0777</td>
<td>1.4</td>
<td>0.3270</td>
</tr>
<tr>
<td>0.050</td>
<td>0.1926</td>
<td>-2.3</td>
<td>8.027</td>
<td>175.8</td>
<td>0.0777</td>
<td>2.5</td>
<td>0.3251</td>
</tr>
<tr>
<td>0.100</td>
<td>0.1938</td>
<td>-4.8</td>
<td>8.002</td>
<td>171.6</td>
<td>0.0781</td>
<td>4.9</td>
<td>0.3245</td>
</tr>
<tr>
<td>0.150</td>
<td>0.1953</td>
<td>-6.2</td>
<td>7.960</td>
<td>167.6</td>
<td>0.0789</td>
<td>7.3</td>
<td>0.3231</td>
</tr>
<tr>
<td>0.200</td>
<td>0.1920</td>
<td>-9.6</td>
<td>7.924</td>
<td>163.4</td>
<td>0.0793</td>
<td>9.5</td>
<td>0.3188</td>
</tr>
<tr>
<td>0.250</td>
<td>0.1923</td>
<td>-12.0</td>
<td>7.824</td>
<td>159.4</td>
<td>0.0809</td>
<td>11.9</td>
<td>0.3177</td>
</tr>
<tr>
<td>0.300</td>
<td>0.1947</td>
<td>-14.4</td>
<td>7.753</td>
<td>155.4</td>
<td>0.0823</td>
<td>13.8</td>
<td>0.3126</td>
</tr>
<tr>
<td>0.400</td>
<td>0.1931</td>
<td>-19.5</td>
<td>7.528</td>
<td>147.5</td>
<td>0.0859</td>
<td>17.8</td>
<td>0.3047</td>
</tr>
<tr>
<td>0.500</td>
<td>0.1912</td>
<td>-25.9</td>
<td>7.284</td>
<td>139.9</td>
<td>0.0898</td>
<td>21.1</td>
<td>0.2948</td>
</tr>
<tr>
<td>0.600</td>
<td>0.1895</td>
<td>-31.9</td>
<td>7.019</td>
<td>132.7</td>
<td>0.0945</td>
<td>23.9</td>
<td>0.2828</td>
</tr>
<tr>
<td>0.700</td>
<td>0.1885</td>
<td>-37.7</td>
<td>6.707</td>
<td>125.8</td>
<td>0.0999</td>
<td>26.0</td>
<td>0.2719</td>
</tr>
<tr>
<td>0.800</td>
<td>0.1850</td>
<td>-45.0</td>
<td>6.437</td>
<td>119.1</td>
<td>0.1054</td>
<td>27.9</td>
<td>0.2603</td>
</tr>
<tr>
<td>0.900</td>
<td>0.1787</td>
<td>-52.4</td>
<td>6.124</td>
<td>112.8</td>
<td>0.1114</td>
<td>29.2</td>
<td>0.2491</td>
</tr>
<tr>
<td>1.000</td>
<td>0.1753</td>
<td>-60.3</td>
<td>5.836</td>
<td>106.8</td>
<td>0.1175</td>
<td>30.2</td>
<td>0.2389</td>
</tr>
</tbody>
</table>

**Figure 1.52**: A *.S2P S-parameter file at a set bias condition and at assorted frequencies. Lines preceded by ! are comments for the user and are ignored by the simulation programs.
As it is far easier for the designer to deal with decibels than with voltage levels, the majority of the $S_{21}$, $S_{11}$, $S_{12}$, $S_{22}$ values are in dB which, when compared to the measured voltages in a 50-ohm system is

$$S_{XX} (dB) = 20 \log_{10} |S_{XX}|$$

where $XX$ is 21, 12, 11, or 22.

Even though $S$ parameters are frequently associated with 2-port devices, they work equally well with 3, 4, or more ports by the addition of the suitable subscripts, such as $S_{31}$ for the forward gain through one branch of a splitter, as shown in Fig. 1.54.

### 1.5.2 $S$ parameter measurement

To clarify just what $S$ parameters are, the measurement of an active device is shown in Fig. 1.55, which demonstrates a simple test setup for a method of taking the $S$ parameters in the forward direction.

To obtain the $S$ parameters for a BJT, the bias voltage is injected at bias voltage 1 (with $L$ and $C$ acting as decoupling components), which will control the base current, and thus the collector current, of the BJT. The emitter is grounded, while the $V_{CE}$ for the BJT’s collector is supplied by bias voltage 2. Bias voltage 2 furnishes the Class A static DC bias conditions for the transistor. This hints as to why all $S$-parameter files are supplied only for a specific frequency, $I_{C}$ and $V_{CE}$—and why other frequencies and $I_{C}$'s or $V_{CE}$'s will change the device’s parameters (more on this later). An AC signal is now injected into port 1, through the dual directional coupler, by the 50-ohm RF signal generator ($S$ parameters are taken only when terminated at the input and output by 50 ohms, or 50 + j0). The vector voltmeter $M_1$, a device that is able to measure not only the voltage of a signal, but also its phase, reads the amplitude and phase of $V_A$ of the signal into port 1 of the BJT. Meter $M_2$ reads the amplitude and phase of $V_B$ of the signal that is reflected back from
the input of the BJT (due to any impedance mismatch from the system impedance of 50 ohms). The ratio $V_B/V_A$ of the amplitude of the reflected signal, $V_{rB}$, to the amplitude of the $V_A$ signal from the generator gives the magnitude of $S_{11}$, the input reflection coefficient. This value will invariably be less than unity.

The phase angle difference between $V_B$ and $V_A$ depicts the phase angle of $S_{11}$:

$$\angle \theta_B - \theta_A$$

So the $S$ parameter $S_{11}$ will be

$$S_{11} = \frac{V_B}{V_A} \angle \theta_B - \theta_A$$

$S_{21}$, the forward transducer gain, equals the voltage measured at $V_C$ by $M_3$, and will be some value greater than unity since it is the amplified value of $V_{rB}$ or $V_C/V_A$.

The phase difference between $V_C$ and $V_A$ is measured as

$$\angle \theta_C - \theta_A$$

So $S_{21}$ will be

$$S_{21} = \frac{V_C}{V_A} \angle \theta_C - \theta_A$$

Figure 1.56 shows one technique for measuring the reverse $S$ parameters of an active device. Basically, the setup of Fig. 1.55 is reversed, but the bias voltages and the DUT orientation remain the same, with the input now terminated with 50 ohms and the active device's output now fed by the 50-ohm signal generator. A signal is injected into port 2, through the dual directional coupler, by the 50-ohm signal generator. The vector voltmeter $M_4$ reads the amplitude and phase of $V_D$ of the signal at port 2 of the DUT. Meter $M_3$ reads the amplitude and phase of $V_C$ of the signal reflected back from the output of the DUT (due to any impedance mismatch from the system's impedance of 50 ohms).
Figure 1.55 Test setup for forward S-parameter measurement.
Figure 1.56: Test setup for reverse S-parameter measurement.
The ratio \( V_C / V_D \) of the amplitude of the reflected signal, \( V_C \), to the amplitude of the incident signal from the signal generator, \( V_D \), gives the magnitude of \( S_{22} \), the output reflection coefficient. This value will be less than unity. The phase angle variance between \( V_C \) and \( V_D \) stands for the phase angle of \( S_{22} \):

\[
\angle \theta_C - \theta_D
\]

So \( S_{22} \) will equal:

\[
S_{22} = \frac{V_C}{V_D} \angle \theta_C - \theta_D
\]

\( S_{12} \), the reverse transducer gain, equals the voltage measured at \( V_B \) by \( M_2 \) divided by \( V_D \):

\[
S_{12} = \frac{V_B}{V_D}
\]

This is also referred to as the amplifier’s isolation. It should be as low a value as feasible, since we would like to have a gain in the forward direction only, with as little reverse gain, and thus little adverse interaction, from reflections back into the amplifier’s output port as possible.

The phase difference between \( V_B \) and \( V_D \) is measured as

\[
\angle \theta_B - \theta_D
\]

So \( S_{12} \) will equal

\[
S_{12} = \frac{V_B}{V_D} \angle \theta_B - \theta_D
\]

To convert these values into decibels as desired:

\[
|S_{11}| \text{ dB} = 20 \log |S_{11}|
\]

\[
|S_{22}| \text{ dB} = 20 \log |S_{22}|
\]

\[
|S_{21}| \text{ dB} = 20 \log |S_{21}|
\]

\[
|S_{12}| \text{ dB} = 20 \log |S_{12}|
\]

The DUT, a BJT transistor, has now been characterized at a single frequency and bias point by employing \( S \) parameters. These \( S \) parameters could now be inserted into an RF circuit simulation program, or they could be used to design an input and output matching circuit for the BJT. \( S \)-parameter matching and simulation will be discussed in detail in Sec. 3.1, “Small Signal Amplifiers.”
1.6 Propagation

1.6.1 Introduction

An electromagnetic wave propagates through a vacuum at approximately 300,000 meters/second. This speed decreases as it passes through any type of dielectric material—even air. The \( E \) (electric) field and the \( H \) (magnetic) field of the electromagnetic wave are not only at 90 degree angles to each other (orthogonal), but they also increase and decrease in amplitude together over time, with one field regenerating the other as they travel through space. This is referred to as TEM (transverse electric mode) propagation.

Radio wave propagation is conditional on the frequency of the RF carrier, and is by three main modes:

- **Ground waves**, which travel on top of and through the surface of the earth at frequencies below 1 MHz
- **Surface waves**—also called space or direct waves—which propagate through the atmosphere in an almost straight line from the transmitter to the receiver, and are the primary form of propagation for RF signals at 30 MHz and above (surface waves reach to slightly more than line-of-sight (LOS) distances because of atmospheric bending of the signal)
- **Sky waves**, which are RF signals at less than 30 MHz that refract and reflect off of the atmosphere’s ionosphere, and are the chief means of low- and high-powered simplex long-range RF communications.

Even when direct line-of-site communications paths are used between the transmitter and the receiver, natural signal losses will begin to decrease the transmitted signal power to a level that comes closer and closer to the noise floor of the receiver’s output. This will obviously decrease signal-to-noise ratio (SNR), which increases the bit error rate (BER) of a digital system or increases the noise level of an analog system.

1.6.2 Multipath

Multipath fading effects, especially problematic at microwave frequencies, occur when a transmitted RF signal of interest bounces off a conductive object—such as building pylons, light poles, or even the earth itself—and reaches the receiver at a slightly different time than the direct RF signal. This produces an out-of-phase reception condition, or phase cancellation, causing fading of the received signal. The severity of microwave multipath effects depends on antenna height, frequency, gain, and sidelobe suppression. The fading effect is also a huge problem in HF communications, since it also creates an intermittent or continuous decrease in the received signal’s amplitude. However, it is produced by the changing conditions of another reflective surface that is not so close to the surface of the earth: the ionosphere. HF multipath can also be caused by multiple-path reception, such as when an HF
receiver is accepting both ground waves and sky waves, or sky waves and surface waves, or waves arriving from one-hop and two-hop paths. The two signals are, as above, alternately in phase and out of phase with each other, causing severe fading conditions.

Multipath can create high intersymbol interference (ISI) and BER in digital communications systems, and is magnified by misalignment of the transmit or receive antenna, by a receive location that is near an RF reflective site (such as a building or a mountain behind the receiver), or by the surface movement of trucks or automobiles sending back a secondary signal to the receive antenna. This multipath can be examined as a frequency-selective amplitude notch and/or a tilting and misshaping of the received waveform on the screen of a spectrum analyzer (Fig. 1.57) in digital communications systems. Without an equalizer built into the receiver’s baseband circuits to fill-in for these multipath effects, small tilts and notches of 1 dB (or less) would quickly render

![Figure 1.57 Digital signals on a spectrum analyzer.](image-url)
many digital signals unreadable. *Space diversity* is another common method to mitigate multipath effects, but requires two antennas and the associated diversity circuitry.

An important term to remember in discussing multipath transmission is *delay spread*. Since multipath signals take longer to reach the receiver's antenna (the time is dependent on how far they have traveled compared to the direct wave), the spread between the time the direct signal arrives and the time the last multipath signal arrives is called the delay spread. Delay spread causes increased ISI due to the received data actually overlapping. As stated above, equalizers are typically employed in an attempt to mitigate this problem; but if the delay spread is excessive, then equalizers may not be able to properly handle the multipath effects.
Different modulation schemes have been adopted for radio services, such as broadband AM and FM for broadcast, narrowband FM for line-of-site two-way voice communications, single sideband (SSB) for long-distance voice communications via the ionosphere, and digital modulation for high-speed point-to-point and multipoint microwave radio communications links.

2.1 Amplitude Modulation

2.1.1 Introduction

Amplitude modulation (AM) is the earliest modulation method for wireless voice communications. It is very simple and cheap to work with from a hardware standpoint, and it is still extensively used today for commercial and shortwave broadcast, as well as in certain citizens band and limited ham radio systems.

2.1.2 Fundamentals

Modulation is the way we insert baseband information on an RF carrier wave. The baseband information can be voice, digital data, analog video, etc. Demodulation is the procedure of extracting this baseband information, which is then sent to a speaker for voice and music, or on to digital circuits for processing or storage.

The most basic way we have of imprinting voice, data, or music on an RF carrier is by modulating the amplitude of the carrier (Fig. 2.1). The unmodulated carrier, which is produced by an oscillator, functions as the RF that will transport the baseband modulation through space to a receiver. The baseband is the intelligence—always at a much lower frequency than the RF carrier—and is inserted onto the carrier by nonlinear mixing of these two signals. As seen in the time domain, the amplitude of the RF carrier is
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modified at the rate of the baseband’s own amplitude and frequency variations. In fact, if the amplitude of the baseband signal increases, then so will the amplitude of the RF carrier (Fig. 2.2), while decreasing the baseband’s amplitude decreases the amplitude of the carrier (Fig. 2.3).

The baseband modulation travels with the RF carrier to the receiver. The receiver then takes these amplitude variations that are riding on the carrier and removes them, thus converting them back into the original audio amplitude variations that were inserted at the transmitter. The recovered baseband is then amplified and fed into a speaker, or some other appropriate transducer. The percent of modulation controls the final amplitude of the detected signal, and the higher the amplitude of the baseband signal, the higher the volume at the receiver’s speaker, as shown in Fig. 2.1 above.

When the baseband signal is modulated at the transmitter, both the positive and negative alternations of the RF carrier will be influenced symmetrically. This means that the missing negative alternation lost by the Class C collector modulation circuit will be recreated again by the tuned output tank of the transmitter’s final amplifier, forming a mirror image of the positive alternation (Fig. 2.4).

Sidebands formed by the modulation between a carrier and its baseband signal are viewable in the frequency domain as shown in Fig. 2.5. The sidebands are created by the modulator’s nonlinear mixing circuit, which produces sum

![Figure 2.1](attachment:image.png)

*Figure 2.1*  (a) Baseband modulation at various amplitudes; (b) a carrier unmodulated and at various modulation percentages; (c) the demodulated waveform at baseband.
(the upper sideband) and difference (the lower sideband) frequencies. But it is the phase relationships between the RF carrier and the upper and lower sidebands that actually create a new waveform that will deviate in amplitude in the time domain (Fig. 2.6). This effect occurs when the two sidebands and the carrier are in phase, causing the amplitude of the carrier waveform to be double that of the carrier when unmodulated; when the carrier and the two sidebands are completely out of phase, the amplitude of this new carrier waveform will be virtually zero. The new waveform will therefore have high peaks and low valleys (Fig. 2.7). In the time domain, the percent of modulation of an AM signal can be found on an oscilloscope display by this formula:

\[
\text{% MOD} = \frac{V_{\text{PEAK}} - V_{\text{MIN}}}{V_{\text{PEAK}} + V_{\text{MIN}}} \times 100
\]

However, when such a modulated signal is observed in the frequency domain, the RF carrier’s frequency and amplitude will not actually change, whether it is modulated or not (Fig. 2.8). This confirms that the carrier itself holds no information that can be demodulated, but that the information is in fact embodied within the two sidebands only. Indeed, when an AM signal is inspected in the frequency domain, we clearly see that when the transmitter’s baseband modulation is varied both in frequency and amplitude, the carrier will stay at its original frequency and amplitude, while only the sidebands themselves will change in frequency and amplitude (Fig. 2.9). This distinctively verifies that there is no actual information contained within the RF carrier, but only within its sidebands, each sideband holding the same information and power as the other.

These sidebands, both the upper (USB) and the lower (LSB), can be found at the sum and difference frequencies of the carrier and modulating frequencies:
Figure 2.4 A Class C collector modulator for AM.

Figure 2.5 A carrier with its sidebands when amplitude modulated by a single baseband tone.

Figure 2.6 A single-tone amplitude-modulated RF carrier in the time domain.

Figure 2.7 (a) An unmodulated carrier and (b) a 100 percent amplitude-modulated carrier.
As an example, if a 1000-kHz carrier is modulated with a 10-kHz baseband audio tone, then the sideband frequencies can be located at 1000 kHz ± 10 kHz = 1100 kHz and at 1000 kHz ± 10 kHz = 990 kHz. The bandwidth of this signal will thus be twice the baseband frequency, or the upper sideband minus the lower sideband. In the above example, the bandwidth is 2 × 10 kHz, or 20 kHz.

Only the total power changes in an AM signal, or \( P_T = P_C + P_{LSB} + P_{USB} \). This is because, as discussed above, the carrier power remains unchanged no matter what baseband modulation amplitude we use, and only the sideband amplitudes will vary. Thus, the total power of an AM signal will equal the sum of the carrier and sideband powers. In fact, when the carrier is amplitude

\[ f_{CARRIER} - f_{AUDIO} = LSB \text{ and } f_{CARRIER} + f_{AUDIO} = USB. \]
modulated by the baseband, the antenna current will rise because of the power added by the increasing sidebands.

An enormous amount of sidebands are created during normal voice modulation, and they are located at many different frequencies and amplitudes. As shown in Fig. 2.10, a spectrum analyzer display of a voice amplitude-modulated signal can become quite complex. This is why we must employ single- or dual-tone baseband input signals for testing purposes.

A majority of AM voice transmitters confine their modulation frequencies to between 300 and 3000 Hz to limit transmitted bandwidth. Limiting the baseband frequencies is easily accomplished by the use of a bandpass filter located just after the first audio (microphone) amplifier. An amplitude limiter circuit can also be employed in order to limit the maximum audio baseband amplitude to prevent AM overmodulation, which causes an unwelcome increase in transmitted bandwidth due to spectral “splatter,” as well as distortion. Splatter is the harmonic production in the original baseband frequencies created by clipping of the signal’s modulation envelope. This action further modulates the RF carrier, producing adjacent channel interference (ACI). The distortion level is increased because now part of the AM signal is not actually present at the demodulator (see Fig. 2.1), so intelligibility of the received signal is degraded.

2.1.3 Power measurement

The power of an AM signal can be measured as the peak envelope power (PEP), which is utilized to gauge the average peak power, with 100 percent modulation applied, of the transmitted signal:

\[ \text{PEP} = \frac{V_{\text{RMS}}^2}{R} = V_{\text{RMS}} \times I_{\text{RMS}} = I_{\text{RMS}}^2 \times R \]

The carrier power can also be calculated with these same formulas, but with zero transmitter modulation.

![Figure 2.10](https://www.digitalengineeringlibrary.com) A voice signal, as viewed in the frequency domain, is composed of many sidebands at various frequencies and amplitudes.
As an important aside to AM power measurement, increasing the transmitter’s range by increasing its power is not linear. In other words, to extend a transmitter’s distance by 2, multiply the transmitter’s power, in watts, by $2^2$ (or $4 \times$ power). To increase the distance by 3, multiply the power by $3^2$ (or $9 \times$ power).

### 2.1.4 Disadvantages

The disadvantages of AM are many: The bandwidth of an AM signal is twice that actually required for the reception of the intelligence being sent, since only one sideband is absolutely necessary to convey the baseband information; a significant amount of power is in the carrier, which is not even required to furnish the intelligence; the phase relationship between the carrier and the sidebands must be precise, or severe fading will result within the demodulated signal, and this is quite difficult to maintain under most atmospheric and multipath conditions.

### 2.2 Frequency Modulation

#### 2.2.1 Introduction

Frequency modulation (FM) was originally invented as an answer to the many deficiencies inherent in AM, primarily that of excessive noise sensitivity. Since noise is normally produced by undesired amplitude variations in a signal, this is removed in frequency-modulated receivers by amplitude limiters.

Two techniques can be employed to generate an FM signal. The first, *direct FM*, directly alters the frequency of the carrier in step with the baseband’s amplitude variations; the second method, *indirect FM*, changes the phase of the carrier, which creates phase modulation. However, both of these techniques produce the end effect of frequency modulation of the RF carrier. Both methods are classified under the designation of *angle modulation*.

#### 2.2.2 Fundamentals

Modulation is the method we use to insert baseband information on an RF carrier wave. The baseband information can be voice, digital data, analog video, etc. Demodulation is the procedure of extracting this baseband information, which is then sent to a speaker to reproduce the original voice and music, or on to digital circuits for processing or storage.

FM accomplishes this modulation process by altering the carrier’s frequency in step with the baseband signal’s changes in amplitude. When this frequency-modulated RF carrier arrives at the receiver, the frequency variations created by the original baseband modulations are changed back into amplitude variations. The baseband is then amplified and inserted into an appropriate transducer. As stated, in FM the baseband’s amplitude alters the frequency of the RF carrier, and not the amplitude as it does with AM, while the amount of the
actual frequency deviation of the FM carrier depends on the increase or decrease in the baseband’s amplitude. Frequency deviation is the amount the RF carrier deviates from its center frequency in one direction during modulation. Without any baseband modulation present, however, the frequency of the RF carrier will stay at the transmitter’s predetermined center frequency, which is the frequency of the master oscillator after any multiplication. Thus, as the baseband modulation occurs, the carrier will increase and decrease in frequency; as the baseband swings positive in amplitude, the carrier will increase in frequency, but as the baseband modulation swings negative in amplitude, the frequency of the carrier will fall below its rest frequency (Fig. 2.11).

The frequency of the baseband signal will change the rate that the frequency-modulated RF carrier intersects its own rest frequency, and will vary at this same baseband rate. As an example; if a baseband audio tone is inserted at 2 kHz, the FM carrier will actually swing past its own rest frequency 2000 times in 1 second.

Unlike AM, the percent of modulation for FM is directed by government rules and regulations, and not by any natural limitations. For instance, for narrowband voice communications, 5 kHz is the maximum allowed deviation for 100 percent frequency modulation, while for wideband FM broadcast, the maximum allowed deviation is 75 kHz. If the baseband signal’s amplitude should induce the FM deviation to go above the 100 percent limit, then more frequency sidebands will be created, broadening the bandwidth and conceivably causing interference to any adjacent channels.

As shown in Fig. 2.12, when FM is observed on an oscilloscope in the time domain, the modulated RF carrier will not change in amplitude, but only in

![Figure 2.11](image-url) A baseband modulating signal’s effect on a carrier after frequency modulation.
frequency (exaggerated here for clarity). These rapid FM frequency fluctuations are evidenced by the shortening and lengthening of the carrier’s wavelength on the scope’s screen, creating a blurring of the signal. And since wavelength equals the speed of light divided by the frequency, we can readily see that any shift in wavelength corresponds to a change in frequency.

The total FM transmitter power will always stay constant during baseband modulation, so the combined power or voltage in an FM signal will not vary whether it is modulated or unmodulated. However, any sidebands formed by the modulation must gain their power from the carrier itself. This carrier must then sacrifice some of its own power in the creation of the FM sidebands. For instance, let us assume that an FM transmitter is sending out an unmodulated carrier at 100 watts. When the RF carrier is modulated by the baseband signal it must give some—or even all—of its power to these sidebands. Thus, the carrier and its significant sidebands must all total up to the original 100 watts that was present in the unmodulated carrier. Indeed, at certain modulation indexes (see below), the carrier itself will actually vanish, while the sidebands will now contain all of the power.

An infinite number of sidebands will be created during the modulation process, since the carrier is sent through an infinite number of frequency or phase values by the continuously changing baseband frequencies. This action produces an infinite amount of sideband frequencies; even a single test-tone, changing in a sinusoidal manner, has an infinite number of discrete amplitudes within a single cycle.

Because of the difficulties inherent in “infinite,” the concept of the significant sideband was created. Significant sidebands are any sidebands with an amplitude that is 1 percent or more of the amplitude of the unmodulated carrier. When a sideband is below this level it can be ignored, while the higher the amplitude of the baseband modulation, the higher the number of these significant sideband frequencies that will be produced.
However, unlike amplitude modulation, more than one pair of sidebands will be created for each single-tone modulation (Fig. 2.13). The sidebands are also separated on each side of the carrier and from each other by an amount that is equal to the frequency of the single-tone baseband signal.

The ratio between the FM carrier’s instantaneous frequency deviation \( f_{\text{DEV}} \) divided by the instantaneous frequency of the modulation \( f_{\text{MOD}} \) is an important FM specification, and is referred to as the modulation index. We can find the number and amplitudes of all significant sidebands generated during FM modulation from the modulation index by simply reading the chart of Table 2.1. To use this table, first calculate the FM signal’s modulation index by \( f_{\text{DEV}} / f_{\text{MOD}} \); take this number and find its value under the Modulation index column; now read across. The relative amplitude of the carrier, and each sideband with its number of significant sidebands, will be shown.

We can also find the bandwidth of the modulated RF signal by multiplying the number of significant sidebands by two, then multiplying by the maximum modulating frequency, or \( \text{BW} = 2N \cdot f_{\text{mod(max)}} \).

The following is a basic example of the modulation index and its effect on what we might see in the frequency domain. With a modulation index of zero, we would be generating no sidebands at all (Fig. 2.14), since this would be just a simple continuous-wave (CW) carrier with no baseband modulation. But as the modulation index increases to 1.5, we see in Fig. 2.15 that the sidebands will start to consume more bandwidth. This is a good example of why the frequency of the baseband modulation, and its amplitude, must be controlled so that we may lower FM bandwidth demands and adjacent channel interference (ACI).

The two-way, narrowband FM radio modulation index is normally maintained at 2 or less, since the maximum allowed frequency deviation would be approximately 5 kHz with a maximum baseband audio frequency of about 2.5 kHz. Thus, a bandwidth of between 12 and 20 kHz is customarily considered.
### TABLE 2.1 Number and Amplitudes of Sidebands

<table>
<thead>
<tr>
<th>Modulation index</th>
<th>Carrier</th>
<th>1st</th>
<th>2d</th>
<th>3d</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.98</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.94</td>
<td>0.24</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.77</td>
<td>0.44</td>
<td>0.11</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.51</td>
<td>0.56</td>
<td>0.23</td>
<td>0.06</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>0.22</td>
<td>0.58</td>
<td>0.35</td>
<td>0.13</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>−0.05</td>
<td>0.50</td>
<td>0.45</td>
<td>0.22</td>
<td>0.07</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>−0.26</td>
<td>0.34</td>
<td>0.49</td>
<td>0.31</td>
<td>0.13</td>
<td>0.04</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>−0.40</td>
<td>−0.07</td>
<td>0.36</td>
<td>0.43</td>
<td>0.28</td>
<td>0.13</td>
<td>0.05</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>−0.18</td>
<td>−0.33</td>
<td>0.05</td>
<td>0.36</td>
<td>0.39</td>
<td>0.26</td>
<td>0.13</td>
<td>0.05</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**Figure 2.14** An FM signal with a modulation index of 0 (an unmodulated FM carrier).

**Figure 2.15** An FM signal with a modulation index of 1.5, showing multiple sidebands.
to be adequate to pass enough sideband power for ample intelligibility of voice signals. However, as mentioned above, for FM broadcast use the maximum deviation is set at 75 kHz, with the maximum audio frequency being 15 kHz and the deviation ratio at 5, or 75 kHz/15 kHz. This allows for high-fidelity music to pass without significant loss of quality.

2.2.3 FM and AM comparisons

Frequency modulation holds many benefits over amplitude modulation: superior noise immunity, helped by amplitude limiting to eliminate AM noise; a decrease in high-frequency noise constituents, due to preemphasis circuits, which boost the higher frequencies at the transmitter, and deemphasis circuits, which attenuate the now overemphasized frequencies at the receiver; FM's capture effect, which forces any undesired signal that is near, or at the same, frequency as the desired signal to be rejected. And, since FM does not have a delicate modulation envelope, as does AM, it does not require Class A linear amplifiers, but instead can utilize the far more efficient Class C types in both its RF and IF sections. Also, transmitter efficiency in FM is quite high, since the transmitter itself can be modulated by low-level techniques, needing little baseband modulation power.

Frequency modulation does have its drawbacks: Increased bandwidth is necessary because of the additional sideband production over AM; the FM transmitter and receiver are more expensive to design and construct because of their higher frequencies of operation, along with higher stability requirements; bouncing the FM signal off the atmosphere's ionosphere creates distortion of the FM wave, so it's normally (unless repeaters are used) a line-of-sight communications medium.

A reprise of some of the more important FM terms:

- **Center frequency**, sometimes referred to as the rest frequency, is the FM transmitter's carrier frequency with zero percent modulation.

- **Frequency deviation** is the amount the RF carrier shifts from its center frequency in a single direction when modulated.

- **Frequency swing** is the movement of the modulated carrier on both sides of the center frequency, or twice the frequency deviation.

- **Modulation index**, which is employed when one tone, at a steady deviation, is transmitted, is the ratio of the carrier's instantaneous frequency deviation to the instantaneous frequency of the modulation.

- **Deviation ratio** is the ratio between the maximum frequency deviation—with 100 percent modulation—to the maximum audio modulation frequency.

2.3 Single-Sideband Modulation

2.3.1 Introduction

As a result of the highly stable oscillators and phase-locked loops available today, along with advances in mass production and RF integrated circuits,
low-cost transmitters and receivers for single-sideband (SSB) communications have become quite popular, and have completely replaced the older AM long-range voice communication systems.

2.3.2 Fundamentals

Single-sideband suppressed carrier is a form of AM, but transmits only a single sideband, rather than the two sidebands and the complete carrier of amplitude modulation. In SSB the carrier, which holds no information, and the other sideband, which duplicates the information present in the transmitted sideband, are strongly attenuated (Fig. 2.16). Since one of the sidebands is attenuated, SSB requires only half the bandwidth that AM consumes for its transmissions, which also translates into less noise received (Fig. 2.17). Although amplitude modulation’s fading characteristics are quite poor, in SSB fading is much less of a problem. This is because the multiple phase dependencies between all of AM’s transmitted elements—both sidebands and the carrier—need not be sustained in SSB, inasmuch as only a single sideband is actually being transmitted. Power efficiency is also much higher in SSB than in AM because of the power savings in transmitting only a single sideband, while further power is conserved since a transmitted signal is produced only when the baseband is actually present at the modulator.
2.3.3 Modulation

The SSB transmitter (Fig. 2.18) creates a single-sideband signal by inserting both the oscillator (OSC) generated carrier and a modulating audio signal from the AUDIO AMP into the balanced modulator. The balanced modulator nonlinearly combines, or mixes, the carrier and baseband inputs, producing both lower and upper sidebands. The modulator will also severely attenuate the carrier from the OSC stage by phase cancellation or common-mode rejection methods. The ensuing double-sideband (DSB) suppressed carrier signal is then injected into the next stage, which is an upper sideband/lower sideband (USB/LSB) filter.

These filter stages of the SSB transmitter consist of very selective bandpass filters that have a center frequency to pass either the upper or lower sidebands. There are nonfilter phase-cancellation methods that can be utilized to reject the undesired sideband by twin balanced modulators and phase-shifter circuits. Either way, the SSB signal is then upconverted, amplified, and sent out through the antenna. However, since the modulated signal will contain a nonconstant amplitude modulation envelope that can easily become distorted, linear amplifiers must be utilized throughout an SSB system’s signal path.

The RF signal is then picked up at the SSB receiver’s antenna, filtered, amplified, and downconverted (Fig. 2.19). The signal is inserted into a type of nonlinear mixer called a product detector, along with the carrier oscillator [or beat frequency oscillator (BFO)] frequency to supply the missing carrier. The
output is the baseband signal, which is amplified and sent on to headphones or speakers.

Depending on the number of modulating tones and their amplitude, different time-domain outputs can be viewed on an oscilloscope. If a single baseband tone is injected into an SSB modulator, a steady RF signal in both amplitude and frequency will be created, as in Fig. 2.20. This is simply a CW signal. However, a two-tone baseband signal will generate the consummate SSB modulation envelope display of Fig. 2.21, with the amplitude of the modulation envelope dependent on the baseband modulation level. The two-tone RF signal will start to “flat-top” (Fig. 2.22) if overmodulation occurs, causing extreme distortion and spurious outputs.

2.3.4 Output power

The measurement of output power in SSB is the same as in AM, the peak envelope power (PEP) being the measurement of the average peak power of the transmitted signal with 100 percent modulation. PEP can be calculated by \( \frac{V_{\text{RMS}}^2}{R} \) or \( V_{\text{RMS}} \times I_{\text{RMS}} \) or \( I_{\text{RMS}}^2 \times R \), where \( V \) and \( I \) are those of the maximum modulated peak.

![Figure 2.20](image1) A single-tone SSB signal in the time domain.

![Figure 2.21](image2) A two-tone SSB signal showing its modulation envelope.

![Figure 2.22](image3) An overmodulated two-tone SSB signal.
2.4 Digital Modulation

2.4.1 Introduction

With the advent of digital modulation techniques, far higher data rates are possible within constrained bandwidths, and at higher reliability and noise immunity levels, than the older analog modulation methods of FM, AM, frequency shift keying (FSK), on-off keying (OOK), pulse width modulation (PWM), pulse position modulation (PPM), pulse amplitude modulation (PAM), etc.

The newer digital modulation has much in common with some of the older discrete digital/analog modulation methods, such as OOK and FSK, in that it has discrete states at discrete times—whether these states are amplitude, phase, or amplitude/phase—and these states define the information being transmitted, while the number of states possible governs the amount of data that can be transmitted across the link. However, digital modulation may be considered to be only the QAM, QPSK, and BPSK modulations (defined below), and their many variants.

2.4.2 Types of digital modulation

Modulation methods in general can most easily be viewed with a phasor diagram (Fig. 2.23). \( I \) is the in-phase (0 degree) reference plane, while \( Q \) is the quadrature (90 degree) reference plane. In between these two \( I \) and \( Q \) states is the signal \( (S) \), which can vary in phase \( (\theta) \) and amplitude \( (A) \). Since any modulation will alter either the phase or the amplitude (or both) of a carrier, this is an effective way to visualize various modulation methods.

For comparison to digital modulation, Fig. 2.24 displays the phasor diagram of analog phase modulation which, since it has no information in its carrier’s amplitude, shows a full circle as the carrier rotates from 0 to 360 degrees. On the other hand, AM contains no phase information in its carrier, so its phasor will vary only in amplitude. This is indicated in Fig. 2.25 by its carrier amplitude varying from 0 to 100 percent in magnitude.

More efficient digital-like methods of analog modulation are possible by using only discrete states in the phasor diagrams. The simplest is on-off keying (OOK), a type of amplitude shift keying (ASK) modulation, Fig. 2.26, which
is adopted to send Morse code or to send 1s and 0s by turning on and off the RF carrier frequency. This allows one bit of data to be sent between each discrete amplitude transition.

Instead of varying the amplitude in discrete states—while maintaining the phase—we can maintain the amplitude of the carrier while changing the phase of the signal to two discrete states; such as 0 and 180 degrees, as shown in Fig. 2.27. This type of digital modulation is the most basic, and is referred to as binary phase shift keying (BPSK) with a 0 degree reference phase indicating a 1, and a 180 degree discrete state indicating a binary 0.
When we modulate the phase of a carrier into four discrete states, we have quadrature phase shift keying (QPSK). As shown in Fig. 2.28, four discrete phase states have been chosen to convey information, unlike analog phase modulation, which has infinite phase points as it rotates from 0 to 360 degrees. The four discrete states for QPSK are 45, 135, 225, and 315 degrees and are located on a constant-amplitude carrier. The four states supply 2 bits for each shift of phase (00, 01, 10, 11), instead of 1 bit (1, 0) as in the BPSK system. This technique would clearly contribute double the information within the identical bandwidth and time period.

However, when we say that the carrier of a QPSK signal is of a “constant amplitude” during modulation, this is not quite true. Amplitude variations may play no role in actually transferring the information across a QPSK-modulated wireless link, but amplitude variations of the carrier do occur. We will go into this in further detail below.

Quadrature amplitude modulation (QAM) is the most widespread method today for sending data at very high bit rates across terrestrial microwave links. It employs a blend of amplitude and phase modulation. QAM utilizes various phase shifts to the carrier, each of these phase shifts being able to also have two or more discrete amplitudes. In this way, every amplitude-phase combination can symbolize a different and distinct binary value. As an example, in QAM-8, a digital value of 111 could be represented by a carrier that displays a phase shift of 180 degrees and an amplitude of $\frac{1}{\sqrt{2}}$; or 010 can be symbolized if the phase is shifted to 90 degrees with an amplitude of $\frac{1}{\sqrt{2}}$. Indeed, QAM-8 exploits four phase shifts and two carrier amplitudes for a total of eight possible states of 3 bits each: 000, 001, 010, 011, 100, 101, 110, and 111. Another example of quadrature amplitude modulation, QAM-16, shown in Fig. 2.29, provides for 4 bits per AM/PM change.

More data can be transmitted within an allocated bandwidth or time period as the number of AM/PM states are increased, since more bits per change can now be encoded. But as the number of the AM/PM states is increased, the states become closer together, so noise will begin to become more of a problem for the signal’s BER. This means that the higher the QAM state, the more it
can be subjected to damaging interference under comparatively low noise conditions, since the signal's SNR must be increased for each increase in the number of states in order to maintain the BER. For this reason satellite communication, which is subject to a high-noise environment, will normally use the simpler modulation schemes, such as BPSK or QPSK. However, low-noise terrestrial radio links can use 32, 64, 128, and 256 QAM to send data at much higher rates than possible with the older digital systems within the confined bandwidth restraints of most wireless information channels.

Because of the noiselike nature of all digitally modulated signals, viewing such signals in the frequency domain will usually not tell us much about the complexity of the modulation—such as whether it is QPSK, QAM-16, or QAM-256—but only the signal’s amplitude, frequency, flatness, spectral regrowth, etc. In fact, a digital signal, when transmitting, will normally appear the same.
whether or not it is transporting any data; this is due to the coding and encryption added to the RF signal.

2.4.3 Power and digital signals

In describing these digital modulation formats, we display either a static constellation diagram or a phasor diagram at a discrete point in time and completely ignore how these transitions from symbol to symbol occur. These transitions are especially important in the common four-phase state QPSK modulation format and its variants, because this governs whether the modulation will have a constant modulation envelope, or one that varies in amplitude. A constant-amplitude modulation envelope will allow the use of an efficient, near-saturated power amplifier that does not need to be backed off in its power output, while a QPSK modulation with a nonconstant amplitude requires a highly inefficient linear amplifier that must be heavily backed off from its maximum power output in order to avoid massive spectral regrowth. (Too much spectral regrowth, a form of IMD, will cause an otherwise legal signal to cause interference to channels on either side of its own channel, and a bandpass that no longer fits within the mandated FCC spectral mask limits.) The problem of a non-constant-amplitude RF carrier during QPSK modulation occurs because the carrier of regular QPSK will sometimes pass through zero amplitude on its way from one phase state to another, as shown in Fig. 2.30, thus causing the QPSK modulation envelope to vary in amplitude, disallowing the use of a nonlinear amplifier because of the resultant IMD production. This is not quite the same thing as QAM, in which much of the information to be conveyed is actually contained within the amplitude variations of the signal; in QPSK, amplitude variations are but an annoying side effect of the digital phase modulation.

Using amplifiers that do not have to be as extensively backed off in power to prevent spectral splatter problems can be accomplished by employing a less bit-rate efficient modulation, such as offset QPSK (OQPSK). This type of modulation allows only changes in phase states that do not pass through the zero amplitude origin. Referring to Fig. 2.30, this would mandate symbol changes between 00 and 01, or between 10 and 11, but not between 11 and 00, or 01 and

![Figure 2.30](image-url)
Thus OQPSK does not allow the carrier to be snuffed, and will have carrier amplitude variations of, at most, only 3 dB. As stated above, this permits the use of more efficient nonlinear amplifiers, with higher output powers possible, and with less spectral regrowth. Another similar QPSK modulation format, referred to as $\pi/4$ DQPSK, will also not let the carrier be completely snuffed out, while also allowing for easier clock recovery during demodulation. Other modulation schemes have a modulation envelope that has a completely constant envelope, and can thus employ very efficient nonlinear Class C amplifiers without any spectral regrowth. Two of these modulations are *minimum shift keying* (MSK) and its derivative *gaussian minimum shift keying* (GMSK).

**Digital power measurement.** The *peak* amplitude of a digital signal is completely unpredictable, and will vary dramatically over time, because of its noiselike nature. The average power output of an analog amplitude-modulated transmitter will vary depending on the baseband waveform, and its peak envelope power can easily be measured over a single cycle of the waveform (and need not be averaged over time) by commonly available, low-cost test equipment. The situation is not quite the same with digitally modulated signals. To find the peak amplitude of these erratic digital signals, the power measurement must be taken over time to obtain a *statistical* peak amplitude, since there is only a statistical chance that a much higher peak will come along at any time. This peak reading is then compared to the digital signal’s *average* power (the average power is the same power that a DC signal would require to heat up a resistance element to the same temperature as the RF signal). With this type of average power measurement, any wave shape can be gauged.

If an RF signal did not vary its power over time (as with DC signals, with $P_{\text{DC(PEAK)}} = P_{\text{DC(AVG)}}$), then its average power would be delivered constantly to the load, with its peak power equaling its average power. But since RF signals *do* vary (as any AC signal will), their peak power will be different from their average power. This ratio between the peak and the average values of a modulated signal is referred to as the *peak-to-average* ratio. The lower this ratio, the closer to the P1dB level an amplifier can be driven without producing excessive intermodulation distortion (IMD) products, because the occasional power peaks will be lower in amplitude with a modulation format that has a lower peak-to-average ratio (see “P1dB compression point test” in Sec. 2.6.2). Thus the amplifier will not have to have as much of a power margin to gracefully accept these higher-amplitude power spikes without creating inordinate IMD. A signal with very high absolute peaks, but a low average power, will have a very poor peak-to-average ratio, forcing any amplifier that is working with this type of signal to have a large amount of reserve power to amplify these occasional peaks without excessive distortion. However, while the peaks may be erratic over time—since the peaks are caused by the modulation shifting from certain constellation points to other constellation points—the average power in a digital signal will be constant. This is due to the digital signal’s encoding.
As stated above, this peak-to-average power ratio, if high, can cause excessive inefficiency since the amplifier must be backed off by this amount to allow for the occasional peaks. This ratio, however, will vary with the symbol patterns and clock speeds, as well as the channel filter and bandwidth. General peak-to-average ratios, nevertheless, are at least 5 dB for QPSK, 8 dB for 64-QAM and orthogonal frequency division multiplexing (OFDM), and up to 15 dB for code division multiple access (CDMA). This means that for some QPSK modulations, the intermittent peaks will rise above the RMS power by 5 dB.

To measure this peak-to-average ratio, first measure the power peaks with a fast-acting, digital-modulation-capable, peak-reading power meter (such as the Boonton 4400) over a time of at least 10 seconds. This will give a reasonably accurate indication of the signal's peak power. To measure the average power, see “Measuring digital signal power” in Sec. 2.6.2, or use a special digital-modulation-compliant average power meter. Now subtract the average from the peak, in dBm. This equals the peak-to-average ratio in dB.

To recap this very important concept of digital signal power: Digital signals, because of their nonrepetitive, random nature, as well as the fact that all of their power is spread over frequency rather than condensed as it is in analog signals on all sides of the carrier, have no predictable, recurrent peak power points to measure. Since it is difficult to measure these peaks in a nonstatistical manner, we are forced to take an average measurement of the digital signal's power over its entire bandwidth. But how much bandwidth does the normal digital signal consume? It is considered to be the −30-dB bandwidth where most of the power of the digital signal resides, rather than just the −3-dB bandwidth used in most analog signal measurements.

Any digital baseband signal we work with will also have been filtered, since any unfiltered (ideal) digital signal would theoretically take up infinite bandwidth. But filtering a digital signal will cause the signal to go from a square wave to a more rounded signal. This allows the signal to be placed into a narrower bandwidth; but will also increase the required power that the power amplifier (PA) of the digital transmitter must occasionally transmit. In fact, this filtering is mainly responsible for the peak-to-average problem we just discussed (along with the signal passing through the origin), so the more filtering of the digital square wave we employ to decrease the bandwidth, the more we create a higher peak-to-average ratio. Thus, the PA must be backed off in power to allow these occasional peaks in power (Fig. 2.31) to be sent through the PA without causing nonlinear (IMD) performance and a widening of the bandwidth. More detail on filtering of digital signals is in Sec. 2.4.4, “Digital modulation issues.”

2.4.4 Digital modulation issues

In digital communications, everything is geared to not only supplying reliable communications at the lowest transmitted power and bandwidth practical, but also to maximizing the data rate. In fact, bandwidth, power, noise, and information capacity are all interrelated by Shannon’s information theorem, which
states that the speed of information transfer is limited by the bandwidth and the signal-to-noise ratio of a communications channel:

\[ C = W \log_2 (1 + \text{SNR}) \]

where

- \( C \) = capacity of the data link, bits per second (bps)
- \( W \) = bandwidth of the channel, Hz
- \( \text{SNR} \) = signal-to-noise ratio, dB

Table 2.2 shows the theoretical maximum amount of bits per symbol that can be transmitted for the most common modulation schemes. In a real radio, these maximum rates are never attained, because of hardware and transmission impairments. And, depending on error correction techniques, Table 2.3 lists the different SNRs required of the various modulation formats to sustain a desired BER.

Since the symbol rate equals the bit rate divided by number of bits represented by each symbol, then a modulation format such as BPSK would transmit at a symbol rate that is equal to its bit rate, or bit rate = symbol rate. Since symbol rate and baud rate have the same meaning, BPSK’s baud rate equals its bit rate. However, in modulation schemes that encode more than one bit per symbol, such as QPSK (2 bits/baud), the baud rate will be less than the bit rate (in this case, half). This, as discussed above, allows more data to be transmitted within a narrower bandwidth.

The modulation index (\( h \), bits/symbol), also referred to as bandwidth efficiency, is measured in bits per second per hertz (bits/s/Hz). The higher the modulation efficiency, the higher the data rate that can be sent through a certain fixed bandwidth. For instance, BPSK has an \( h \) of 1, while QAM-64 has an \( h \) of 6. However, a higher \( h \) comes at the expense of higher equipment cost, complexity, and linearity, and an increased SNR to maintain the same BER as the lower \( h \) systems. Table 2.4 displays the various common modulation schemes and their \( h \) values, number of states, amplitudes, and phases.
Adaptive equalization will correct certain signal impairments in real time, such as group delay variations (GDV), amplitude tilt, ripple, and notches. Adaptive equalization, however, will not improve impairments created by a nonlinear amplifier, noise, or interference, but it will mitigate the sometimes massive multipath effects that would normally render a digitally modulated signal unreadable because of the high BER caused by the resultant amplitude variations.

Adaptive equalization basically uses a dynamically varying adaptive filter that corrects the received signal in amplitude, phase, and delay, making high-density modulations possible. Virtually all terrestrial microwave communication systems employ some form of adaptive equalization, located right after the receiver’s demodulator.
Because of the nature of digital signals, they can maintain a relatively high quality at the receiver—even when close to becoming unreadable as a result of impairments. This makes the testing of a digital signal for its merits at the receiver of little use, since the digital signal may actually be only a few dB in signal strength from crashing the entire link. This is referred to as the cliff (or waterfall) effect, due to the rapid degradation, or complete elimination, of the digital signal. BER will lessen to unacceptably high levels quite rapidly (Fig. 2.32). But digital communication systems can be examined for proper operation by sending and receiving certain digital test patterns that incorporate a recurring succession of logical 1’s and 0’s. The test then compares the impaired received pattern to the perfect transmitted pattern. The BER can then be established by contrasting the bits received that were incorrect with the total number of bits received.

This degradation in digital signal quality can be caused by many things: reflections off metallic surfaces (multipath), producing amplitude ripple within the signal’s passband; inadequate signal strength at the receiver creating decreased SNR and a corresponding blurring of the symbol points (poor SNR can be due to transmitter power levels being too low, high receiver noise figure (NF), or path attenuation caused by trees, weather, or Fresnel zone clearance problems); group delay variations and amplitude ripple produced by improper analog filtering; strong phase noise components in the frequency synthesizers of the conversion stages; or noise and cochannel interference levels induced by interferers of all types.

Since many communication systems live or die by their bit-error rate figures, it is therefore worthwhile to not only recapitulate what the dominant causes of BER degradation are in a digital communications system, but also to dig a little deeper into the reasons behind this increase in BER. Decreased signal-to-noise ratio is the main mechanism for poor BER, since noise will smudge the symbol points, making their exact location hard to distinguish by the receiver’s demodulator. Phase noise, another important contributor, will cause an input signal into a radio’s frequency converter stage to be slightly changed at its output; this phase noise is introduced by the real-world local oscillators (LOs) of a communication system, since the LOs are not perfect sin-

![Figure 2.32 A digital signal and the cliff effect.](image)
gle CW frequency sources, but possess phase noise. Since digital signals carry their information in the phase of the signal, this insertion of phase variances will create increased BER, with the density of the modulation affecting the severity of the BER degradation: The higher-order QAM constellations, such as QAM-256, can be severely degraded at relatively small levels of phase noise. This is because their constellation points are so densely packed, causing their phase/amplitude points to bisect digital decision boundaries.

Another major impairment, intermodulation distortion (IMD), will induce noiselike sidebands in a digital system, increasing distortion and decreasing the SNR—which degrades the BER—as well as creating adjacent channel interference (Fig. 2.33). And analog filters, especially at their band edges, can add significant group delay variations, which force the digital signal to arrive at different times at the filter’s output, sometimes causing catastrophic BER problems. Analog filter–related amplitude variations that are located within the passband, called ripple, can produce a high BER in many digital systems. Ripple is caused by poorly designed or implemented LC filters. Multipath itself will also create both amplitude impediments (ripple and notches) and
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*Figure 2.33* Digital signals as affected by IMD, along with a standard CW two-tone display for comparison.
phase distortions of the signal through phase cancellation, decreasing the received signal strength—which decreases SNR, and thus increases the BER.

Therefore, digitally modulated radio systems must be designed for low levels of phase noise, group delay variations, IMD, amplitude ripple and shape, frequency variations, and multipath and high levels of SNR so as not to adversely influence the BER of phase/amplitude-modulated digital signals.

Another very important issue in digital modulation that has, as yet, only been touched on is the effect that the filtering within the transmitter’s modulator has on digital signals. This filtering, as stated above, is employed to limit transmitted bandwidth to reasonable or legal levels. Our example for the following discussion will be with filtered QPSK.

As shown in Fig. 2.34a, a quadrature modulator adopted for QPSK transmitters receives a data bit stream, which is then inserted into the bit splitter. The bit splitter sends the odd bits to the I input of the quadrature modulator chip, and the even bits to the Q input. However, before exiting the modulator, these bits must first pass through a low-pass filter, which rounds off the bits’ sharp rise and fall times. This shaping of the digital signal before it actually enters the I/Q modulator chip helps to avoid interference to the important central lobe of the RF or IF digital signal—and to specifically reduce the bandwidth that will exit the modulator chip. Notwithstanding, bandlimiting can also be added through a bandpass filter at the modulator’s output (after the I and Q are linearly added in the combiner), along with the low-pass filters in the I and Q legs.

Even at the receiver’s demodulator, filtering is taking place. In fact, the filtering and bandshaping is typically shared among the transmitter and receiver. The transmit filter reduces interference of adjacent channel power (ACP) in other channels, while the receive filter reduces the effect of ACP and noise on the received signal. This scheme allows an almost zero group delay variation from the input of the transmitter to the output of the receiver so as to obtain low intersymbol interference (ISI) and BER. At the receive end, one method for demodulating an incoming received QPSK input is displayed in Fig. 2.34b. The IF or RF enters the demodulator’s input, where the signal is split into two paths and enters the respective mixers. Each mixer’s LO input is fed by the carrier recovery circuit, which strips the carrier from the incoming signal at the exact frequency that the transmitted signal would be after going through the receiver’s conversion stages (if conversion stages are present). The outputs of these mixers are fed into the low-pass filters (LPFs), which eliminate the now undesired IF signals. Some of this output from the LPFs is tapped and placed into the symbol timing recovery and the threshold comparison loop to judge whether a 1 or a 0 is present. This also reshapes the digital data into a recognizable bit stream. The bits from both mixers are then combined in the shift register as a replica of the originally transmitted binary signal—if the SNR is high enough to assure a low BER, that is.

The LPFs in the modulator and demodulator sections just discussed are not just any breed of filter. The low-pass filters must be of a very special type that
Figure 2.34  
(a) A QPSK modulator; (b) a QPSK demodulator.
will limit excessive intersymbol interference, since the demodulator would have great difficulty in deciding whether an input signal was a 1 or a 0 if high ISI were present. A raised cosine filter (a type of Nyquist filter) is commonly employed for this purpose. Raised cosine filters are utilized to slow the transitions of a digitally modulated signal from high to low, or from low to high, in order to decrease the bandwidth needed to transmit the desired information, without degrading the ISI and the BER at the symbol decision times, as discussed above. These filters are usually matched, with one placed between the incoming data and the digital-to-analog converter (DAC) in the transmitter and the other half placed in the demodulator of the receiver. This replicates the response of a full Nyquist filter.

To compute the required bandwidth needed for a wide cosine filtered symbol rate, the formula is $BW = \text{symbol rate} \cdot (1 + \alpha)$, with $\alpha$ between 0 and 1. It would be very bandwidth efficient if the BW could be equal to the symbol rate (this is not quite practical), which is the same as $\alpha = 0$ for a raised cosine filter. Anything over this value of zero for $\alpha$ is referred to as the excess bandwidth factor, because it is this bandwidth that is necessary beyond the symbol rate = BW value. We will always require an excess bandwidth greater than the symbol rate; or an $\alpha$ at some value that is over zero. If $\alpha$ equaled 1, the bandwidth necessary to transmit a signal would be twice the symbol rate. In other words, twice the bandwidth is required than the almost ideal situation of $\alpha = 0$. A contemporary digitally modulated radio, however, will usually filter the baseband signal to a value of $\alpha$ between 0.2 and 0.5, with a corresponding decrease in bandwidth and increase in the required output power headroom compared to an $\alpha = 1$ device. Figure 2.35 demonstrates the effect on the digital input signal’s rise and fall times, the channel’s bandwidth, and the received constellations, as $\alpha$ is varied.

Values of $\alpha$ lower than 0.2 are very uncommon because of the increased cost and complexity of building sustainably accurate filters (with high clock precision) in mass production environments. Any attempts at lower $\alpha$ will also increase ISI to unacceptable levels, along with the added expense of producing amplifiers that must be capable of greater peak output powers without excessive distortion products. Power back-off is required of these amplifiers because of the elevated power overshoots (see Fig. 2.35) created by the increased filtering of the digital signals by the Nyquist-type filtering, which limits the transmitted bandwidth. For heavily filtered QPSK, the excess peak power requires the solid-state power amplifier (SSPA) to have a P1dB that is at least 5 dB over what would normally be required for an unfiltered signal. This is to allow the power overshoots of the signal enough headroom so as not to place the SSPA into limiting, which would create spectral splatter into adjacent channels. All signals that have a modulation envelope—even if not used to carry information—will be affected by this Nyquist filtering, including QPSK, DQPSK, and QAM signals.

Gaussian filters are another method of slowing the transitions of the signal in order to decrease occupied bandwidth in the modulation scheme GMSK. Unlike raised cosine filters, however, these filters create a certain amount of
unavoidable ISI. However, there are no power overshoots so these filters allow the use of more efficient amplifiers, with less power back-off, than the raised cosine filters discussed above.

It is important to note the difference between the filtering that takes place in each modulator/demodulator leg, as opposed to the rest of the analog radio sections. Since the $I$ and $Q$ signals at the input to the quadrature modulator are filtered separately in each $I$ and $Q$ input leg, then each of the $I$ and $Q$ legs of the modulator will low-pass-filter at $BW = \text{symbol rate} \cdot (0.5 + \alpha)$. But when the $I/Q$ stream is modulated onto the IF—thus creating a double-sideband signal—this will cause $BW = \text{symbol rate} \cdot (1 + \alpha)$. So the actual shaping of the digital QPSK (or QAM) signal will take place in these modulator sections (usually composed of a modem), with the rest of the radio design merely used to maintain the modulator-generated spectral shape, while adding as little distortion as possible to the already predefined signal. Thus, the actual analog filtration that occurs within the IF and RF sections of the analog transmitter and receiver units may be significantly wider than $BW = \text{symbol rate} \cdot (1 + \alpha)$, especially in block up- and down-converter designs.

### 2.5 Designing with Modulator/Demodulator ICs

**2.5.1 Introduction**

Quadrature ($I/Q$) modulators and demodulators are the most popular method today to perform modulation and demodulation of digital, as well as analog,
signals. Quadrature modulators have only recently become popular, after they were integrated onto a single low-cost chip. These devices solve the problem of imparting complex amplitude/phase information onto an RF or IF carrier.

Any part of a signal’s parameters can be modified by the quadrature modulator—phase, frequency, and/or amplitude—thus can add information to an unmodulated carrier. Simply employing a single mixer for this role would be unacceptable, since only one parameter (such as phase for a BPSK signal) could be modified at a time, making an efficient digital modulation scheme infeasible.

Figure 2.36 shows a quadrature modular for digital signals that is capable of varying two of the three modulation parameters; typically, phase and/or amplitude are chosen to generate BPSK, QPSK, or QAM. Many quadrature modulators are also proficient at generating AM, FM, CDMA, and SSB. The I/Q modulator shown will accept data at its I/Q inputs, modulate it, and then upconvert the baseband to hundreds of megahertz. There are some specialized I/Q modulators that are actually capable of functioning into the gigahertz range. Many will also be fed by DACs into their I/Q inputs (Fig. 2.37). The digital data is placed at the input to the DAC, which outputs in-phase (I) and quadrature (Q) baseband signals into the I/Q modulator inputs. The I modulating signal enters the I input, where it is mixed with the LO, which converts it to RF or IF. The Q modulating signal enters the Q input, where it is mixed with the 90 degree phase shifted LO signal, which converts it to RF or IF. Both of these signals are then linearly added in the combiner, with each mixer outputting a two-phase state BPSK, which (depending on the bits entering the modulator) will be in any one of four phase states. This combining of the two BPSK signals produces QPSK, which is shown in the time domain in Fig. 2.38. Since each mixer’s output is 90 degree phase shifted from the other, the algebraic summing of the combiner creates a single phase out of four possible phase states. In other words, the incoming baseband signals to be modulated are mixed with orthogonal carriers (90 degrees), and thus will not interfere with each other. And when the I and Q signals are summed in the combiner, they become a complex signal, with both signals independent and distinct from each other. This complex signal is later effortlessly separated at the receiver into its individual I and Q components—all without the amplitude and phase constituents causing cointerference.

Now, the quadrature demodulator will take the incoming RF or IF signal, demodulate it, and then down-convert the signal’s I/Q outputs into baseband for further processing by digital logic circuits. An I/Q demodulator (Fig. 2.39) performs the reverse of operation of the I/Q modulator above. It accepts the amplified and filtered RF or IF modulated signal—in this case QPSK—from the receiver’s front end or IF section. The demodulator then recovers the signal’s carrier (which can be employed as the LO to maintain the original phase information from the transmitter), splits it, and inserts it in phase into mixer 1 and out of phase into mixer 2. A baseband signal in I/Q format is then output at $I_{OUT}$ and $Q_{OUT}$ of the demodulator for processing.
Virtually all high-speed digital communication systems will employ a pre-designed modem (modulator-demodulator) for the task of modulating and demodulating the digital signal stream through the wireless system. Still, a methodology for the design of a modulator/demodulator is included in this section to assist in the construction of lower-speed systems that may not have a separate modem.

2.5.2 Designing with the RFMD RF2703

A popular chip that can perform both modulation and demodulation is the RFMD RF2703; with a few component changes, it can be adopted as a modulator (Fig. 2.40) or as a demodulator (Fig. 2.41). The RF2703 is a monolithic IC that can operate with an IF from 100 kHz to 250 MHz, and with a $V_{CC}$ of 3 to 6 V.

In the modulator configuration, pins 1 and 3 are the single-ended $I$ and $Q$ inputs (they can be driven differentially, while 2 and 4 are at RF ground). Since pins 1 and 3 are at a high input impedance, 51-ohm resistors are added for 50-ohm matching, while the capacitors, at less than 1-ohm $X_c$, supply DC blocking. Pin 5 is at RF ground through a 0.1-$\mu$F capacitor. In normal modulator operation, pins 8 and 9 are left floating, while pins 10, 11, and 12 are connected directly to the ground plane. Pin 13 is a high-impedance input, so a 51-ohm resistor can be placed in shunt to match to the 50-ohm LO signal input.

A low power LO with medium-voltage outputs (0.1 to 1 $V_{pp}$) is required, as is a LO that is at twice the desired frequency of the carrier (this is because an internal divide-by-2 frequency divider is used for the 90 degree splitter; or LO = $2 \times$ IF). Pin 14 supplies DC power to the chip and must be adequately bypassed. Pin 6 should be tied to pin 7, while $V_{CC}$ is connected through a 1200-ohm resistor, or an inductor, to bias the internal active mixers. However, since
Figure 2.37  Simplified structure of a quadrature modulator using a DAC.
the signal output at pin 6/7 is at 1200 ohms, either a high input impedance filter should be used, or LC matching should be performed to obtain an impedance match for maximum gain.

When the RF2703 is in demodulator configuration, pin 1—with pin 3 tied to it—has the IF injected into the high input impedance, which is shunted by 51 ohms for matching. Pins 2 and 4 are connected together and placed at RF ground. Pin 5 is at RF ground through the 0.1-μF capacitor, while pins 6 and 7 are tied to Vcc to bias the internal active mixers. Pins 8 and 9 are Q and I out, with 50-ohm outputs (but can drive only a high-impedance load and are not internally DC blocked). Pins 10, 11, and 12 are sent directly to ground. Pin
13 is the high-impedance LO input, with 51 ohms shunted to ground for a 50-ohm oscillator. Pin 14 is $V_{cc}$, which must be adequately bypassed.

2.6 Digital Test and Measurement

2.6.1 Introduction

This section describes new tests created to confirm proper radio operation with digital modulations by measuring BER and generating constellation and eye diagrams, as well as the more rigorous testing methods necessary to detect the smaller levels of error-producing phase noise, frequency instabilities, group delay variations, etc., found in today's high-end digital radios. And since digital power measurement is not the same as for the narrowband analog modulations, techniques for its accurate measurement will be presented, as will a few of the more important testing procedures for QAM and QPSK wireless devices.
2.6.2 Common digital tests and measurements

Measuring digital signal power. Accurately measuring the power of wideband digital signals can be much more difficult than measuring the output power of most analog signals.

Normal analog CW wattmeters can be very inaccurate when utilized to measure the power of digitally modulated signals, which can have a peak-to-average power ratio of 10 dB or more. Most analog modulation power meters were not calibrated to measure these types of wideband signals.

As the symbol rate of a digital signal increases, the bandwidth also increases, so the power in a digital signal is stretched across a very wide frequency range, and not localized around the center frequency of the carrier as in AM or FM modulation. This means that a single power measurement, at a single location within the digital channel, taken with a spectrum analyzer will give a deceptively low power output measurement. This is because the spectrum analyzer’s maximum resolution bandwidth (RBW), its internal IF filtering, is actually narrower than the digital signal’s own total bandwidth. Any accurate method of measuring the output power on a spectrum analyzer would involve taking many discrete average power measurements of the digital signal over
its entire bandwidth, and then summing them together. However, this is not necessary, as you will see below.

To precisely measure a digital signal’s power, the bandwidth must first be found. In order to measure the power as accurately as possible, the $-30$-dB-down points will be used instead of the normal $-3$-dB-down points normally adopted to indicate a signal’s bandwidth (Fig. 2.42). This will allow for most of the digital signal’s power to be measured within its entire communication channel; any power below the $-30$-dB points can be discounted, and will generally be quite near the noise floor.

After we have obtained the signal’s true bandwidth, we can then go about accurately measuring its average power level. Most quality spectrum analyzers have the capability to make digital power measurements. The procedure is

1. Find the *power menu* on your model spectrum analyzer.
2. Select *digital*.
3. Input the digital channel’s *center frequency*.
4. Input the digital channel’s 30 dB bandwidth.
5. The digital signal’s true power will now be indicated on the spectrum analyzer’s screen.

Another, slightly less accurate, technique is utilized by spectrum analyzers that do not possess the above automatic power measurement capabilities:

1. Measure the digital signal’s bandwidth at the $-30$-dB-down points.
2. Adjust the analyzer’s RBW setting to $1/20$ of the signal’s $-30$ dB bandwidth.

![Figure 2.42](image_url)
3. Set the analyzer’s SPAN to 1.25 times the signal’s −30 dB bandwidth.
4. Decrease the analyzer’s video bandwidth (VBW) setting to reduce the signal’s displayed noise.
5. Take the digital signal’s power measurement with the spectrum analyzer’s frequency/amplitude MARKER placed at the center of the signal.
6. Now, find the true total average power of the digital signal by taking the power in dBm (as measured in step 5), and adding a bandwidth correction factor (BWCF):

$$\text{BWCF} = 10 \log \left( \frac{\text{signal BW}}{30 \text{ dB}} \right)$$

To find the true digital output power of the signal, calculate total digital signal power (dBm) = measured power in dBm (from step 5) + BWCF

7. For a more accurate digital signal power measurement you can add another correction factor that takes into account the internal RBW and log detection stage losses, inherent in any spectrum analyzer, of approximately 2 dB. The formula for digital power measurement now becomes:

$$\text{True digital power (dBm)} = \text{measured power (dBm)} + \text{BWCF (dB)} + 2 \text{ dB}$$

**Constellation and eye diagrams.** To view the degradation created by noise and frequency instabilities in a digital signal, as well as other impairments, we can employ constellation and eye diagrams.

To measure or view constellation or eye diagrams requires the ability to tap into the digital receiver demodulator’s I and Q outputs, as well as the demodulator’s timing clock (Fig. 2.43). The outputs of the demodulator’s I and Q may be fed into an oscilloscope with an X-Y display that has the capability to turn on a persistence function for a view of the I/Q outputs over time. Such a setup will allow the operator to confirm the phase and amplitude differences of the output signal—in the form of a constellation diagram—thus allowing the viewing of the signal’s quality (lack of distortion, phase noise, or amplitude instabilities). A perfect constellation diagram with no impairments is shown in Fig. 2.44a.

Constellation diagrams display the digital modulation’s symbol patterns, while eye diagrams (Fig. 2.44b) permit the transition of the symbols to be viewed over time. Both measure the baseband signal’s modulation condition, and whether impairments are degrading this expected pattern. In eye diagrams the eye itself is rounded, instead of square, because of the necessary limiting of the baseband bandwidth by filters. The eye comprises two lines, one at digital 1 and the other at digital 0, and is only a series of pulses displayed on the phosphor of the test oscilloscope, with each pulse being sent out of the receiver’s demodulator with noise and jitter added by the transmitter, the signal path, and the receiver. This makes each pulse slightly different from the
Figure 2.43 Test setup for constellation and eye diagrams.
last and, as the received signal is degraded, the eye will begin to close—and the BER will increase.

To view a constellation diagram, attach the $I$ to the $X$ input of the scope and the $Q$ to the $Y$ input (which will normally be channel 1 and channel 2, respectively), and turn on the $X$-$Y$ mode and the display’s persistence function. Now attach the symbol clock to the external trigger (turn on EXT TRIGGER). The constellation should now be visible, along with faint lines joining the various points. The lines are the actual symbol transitions between the constellation points, called the symbol trajectories. To obtain just the constellation points (without these symbol transition lines), a BNC connector on the back plate of some oscilloscopes can be connected to the demodulator’s symbol clock so that the oscilloscope’s electron beam will be turned on only at the moment of sampling. This will blank the transitions between constellation dots by triggering the beam only at the constellation point instants.

Common impairments, and how they look in a constellation diagram, are shown in Fig. 2.45.

To view an eye diagram, keep the same setup as above, but turn off the scope’s $X$-$Y$ function. Set its HORIZONTAL TIMEBASE to obtain 3 symbol times per 10 divisions, and then view the eye diagram. The eye should be open; in fact, the height of the eye can be considered the noise margin of the receiver’s output, while the left and right corner of each eye indicate the amount of frequency jitter present. The wider the eye, the less jitter, while the taller the eye, the less noise.

**BER tests.** The bit error rate test measures the ratio of bad bits to all the transmitted bits, frequently over a complete range of input/output powers. When
Figure 2.45  (a) A perfect QAM-16 constellation diagram; (b) a CW signal interference tone effect on the constellation diagram; (c) signal degradation caused by a poor SNR; (d) signal degradation caused by the digital radio's local oscillator instability; (e) slight overdriving of the transmitter's power amplifier; (f) multipath causing an uneven amplitude across the passband of the digital signal.
these powers are low, BER rate increases because of degraded SNR; when they are high, amplifier compression is the major contributor to poor BER.

BER testing is an excellent way to check the signal quality of a digital radio and its link. However, any in-line error correction and/or adaptive equalization will make the BER appear far higher than it actually would be without these two processes. Thus, your view of how close to a complete outage the digital signal is may actually be hidden by error correction and equalization circuits. This is why many receiver BER system tests are best done before the correction and equalization stages in order to obtain the raw BER. Nonetheless, it is still quite useful to perform BER tests from one end of a complete communications system to the other—with correction and equalization engaged—to confirm that the entire system meets BER specs over a set time period, and the link is functioning as designed on a system level.

To prevent a digital wireless link from failing, it must be completely tested to confirm that there is enough link budget to overcome any impairments between the transmitter and receiver. Nevertheless, a generally poor BER in a complete end-to-end system measurement will not indicate exactly where the trouble lies. Finding the location of the weak stage in a communications link is done by error distribution analysis. The fault could be caused by poor antenna alignment, overdriven amplifiers, low signal output, path obstructions, multipath, cable losses, frequency drift, component malfunction, etc. BER problems can be tracked down by observing the signal through a vector network analyzer (VNA), by viewing the receiver’s constellation or eye diagrams with an oscilloscope, or by watching the signal in the frequency domain on a spectrum analyzer.

To perform a BER test, a pseudo-random bit sequence is injected into the transmitter’s baseband or IF input. Then, the signal to be BER tested can be observed at the transmitter’s antenna output into a digital test receiver and on to the bit error rate tester (BERT) or at the receiver’s antenna input into a digital test receiver and on to the BERT, or after the receiver’s demodulator directly into a BERT. In some high-accuracy, low-BER systems, performing a complete BER test can take anywhere from a few minutes to several hours because of the low amount of bit errors actually generated.

In the design phase, we should confirm that the BER will meet expectations, since it may be found that in order to maintain a proper link budget (see Chap. 9, “Communication Systems Design”) we must increase transmit power, strengthen the receiver and transmitter antenna gain, and lower receiver NF to preserve the desired path length and quality of service at our preferred BER.

Two-tone test and measurement. The two-tone test to measure IMD has been a vital part of analog radio for years, and is still important in digital radio for preliminary testing.

To measure the two-tone third-order products at the output of a receiver—at a set RF input level—hook up the test gear and receiver as shown in Fig. 2.46. Feed two signals, equal in amplitude and closely spaced in frequency, from the two signal generators into the combiner. The combiner, which will
drop approximately 3 dB from each input signal, will send the remainder into the step attenuator. The step attenuator permits the operator to vary both of the two signal generators' amplitudes by exactly the same amount at the same time, speeding up testing. From the attenuator the two-tone test signal is placed into the input of the receiver at the desired amplitude, while the level of the third-order IMD products are measured as dB below the carrier, or dBC. This IMD level will then be checked to confirm that it meets the receiver's design specifications.

**P1dB compression point test.** To reduce spectral splatter and the BER, amplifiers must be backed off a set amount from their P1dB point, the amount depending on the modulation in use. We can find the P1dB by the following method: Set up test equipment as shown in Fig. 2.47. Set the signal generator frequency to the center of the bandpass of the DUT (the amplifier). Employ attenuator pads if the amplifier's output will overdrive or damage the spectrum analyzer. Increase the signal generator's power output 1 dB at a time until the spectrum analyzer's measurement does not track the input dB for dB. The amplifier's P1dB \(_{\text{INPUT}}\) will be the signal generator's output level, while the signal amplitude as read on the spectrum analyzer, plus any attenuation dialed into the attenuator, is the P1dB \(_{\text{OUT}}\) in dBM. The amplifier's third-order intercept point (TOIP) can be approximated by adding 10 dB to the P1dB \(_{\text{OUT}}\) value.

**Phase noise tests.** Now, more than ever, decreasing phase noise to decrease the BER is not an option: The lower the LO-generated phase noise, the better for the digital radio system. Highly accurate phase noise testing is possible, but takes special, and very costly, equipment and test setups. To perform limited-accuracy phase noise tests on any oscillator, follow the procedure below, which is useful only if the spectrum analyzer employed in the test has a lower phase noise than the DUT:

1. Attach the LO output to the spectrum analyzer's input.
2. Set the spectrum analyzer to the same frequency as the LO.
3. Switch on video averaging on the spectrum analyzer.
4. The difference between the amplitude of the carrier and the noise amplitude, minus \(10 \log RBW\), is approximately equal to the phase noise in dBC/Hz. (RBW is the resolution bandwidth as set on the spectrum analyzer.)

**Reference spur measurement.** To check for high reference spurs in the output of a phase-locked loop (PLL), which will damage the BER of the wireless device:

1. Attach the PLL's VCO output to the spectrum analyzer's input.
2. Set the PLL and the spectrum analyzer to the same center frequency. Open the spectrum analyzer's SPAN to allow viewing of all reference spurs (reference spurs are located at \(f_{\text{comp}}\) above and below the PLL's output frequency, as well as at their harmonics).
Figure 2.46 Setup to test two-tone third-order products of an amplifier or receiver.
Figure 2.47 Setup to check 1-dB compression point of amplifier.
3. Take the amplitude of the center frequency \( f_{\text{out}} \) of the VCO, and the output level of the spurs, and subtract the two. This will be the level of the actual reference spurs in dBC.

**Desensing test.** A receiver must be tested for out-of-band signal rejection, since strong off-frequency interferers can desense the receiver’s low noise amplifier (LNA) if its front-end filter is not sufficiently selective, causing BER problems. These powerful out-of-band signals can also cause IMD or mixing products to form in-band because of the overdriving of the LNA. The test is performed by combining two RF signal generators, making one generator the *desired* signal source by setting it to a center in-band frequency at \(-80\) dBm while setting the other signal generator to a frequency at either the lower or upper band edge to function as an *undesired* out-of-band interferer at \(-20\) dBm. Now, confirm that the gain for the desired signal does not decrease below specifications because of amplifier desensing by subtracting the input signal level in dB from the desired signal level output of the receiver.

**Digital system test and measurement.** To confirm proper system operation, the following are the *minimum* tests that should be performed on a digitally modulated receiver. Most of these tests require that a CW test signal be injected at the receiver’s front end, at the center of one of its channels, and at below P1dB power levels, with the output taken from the receiver’s last IF output stage. Some of these tests will require a vector network analyzer.

**Receiver tests:**

1. Gain, measured in dB.
2. Gain flatness across one channel, measured in dB (sweep entire channel with frequency generator).
3. Frequency accuracy after a certain warm-up period, measured in Hz.
4. Frequency stability over a certain temperature range after a specified period of warm-up, measured in Hz.
5. Frequency drift over a set time at 25°C, measured in Hz, from turn-on to full warm-up.
6. P1dB\textsubscript{OUT} at output, measured in dBm.
7. Phase noise of local oscillator at 10 kHz offset from carrier in dBC, measured in dBC/Hz/10 kHz.
8. Two-tone IMD at output, measured in dBC.
9. In-band internally generated spurs with no input signal, measured in dBm and Hz.
10. 3-dB bandwidth of a channel, measured in Hz.
11. Minimum discernible signal (MDS) with zero SNR, measured in dBm.
12. Carrier-to-noise ratio (CNR) at P1dB_{INPUT}, measured 250 kHz from the carrier with a spectrum analyzer (RBW, VBW, VID AVG, SPAN settings must be specified) at the receiver’s output, measured in dBc.

13. CNR at \( n \) miles (using an adjustable attenuator between the CW signal generator and the receiver’s front end for simulated free-space path loss) at the receiver’s output, measured in dBc.

14. Signal level at \( n \) miles (using an adjustable attenuator between the CW signal generator and the receiver’s front end for simulated free space path loss) at the receiver’s output, measured in dBm.

15. VSWR at band center, a dimensionless ratio.

16. Group delay variations (GDV) across entire channel, measured in ns.

17. DC drawn from power supply, measured in mA.

18. Attenuation of potential interferers injected in certain out-of-band channels, and measured at the output in dB of attenuation.

19. BER testing with a BERT.

The following are the minimum tests that should be performed on a digitally modulated transmitter. Most of these tests require that a CW test signal be injected into the transmitter’s input IF, at the center of one of its channels, and at below P1dB power levels, with the output taken from the transmitter’s RF output.

Transmitter tests:

1. Gain from input IF to output RF, measured in dB.

2. Gain flatness across channel, measured in dB (sweep entire channel with frequency generator).

3. Frequency accuracy after warm-up, measured in Hz.

4. Frequency stability over a certain temperature range after a specified period of warm-up, measured in Hz.

5. Frequency drift over a set time at 25°C, measured in Hz, from turn-on to full warm-up.

6. P1dB output power, measured in dBm.

7. Phase noise of local oscillator at 10 kHz offset from carrier in dBc, measured in dBc/Hz/10 kHz.

8. Two-tone IMD at RF output, measured in dBc.

9. In-band internally generated spurs with no input signal, measured in dBm and Hz.

10. 3-dB bandwidth of channel, measured in Hz.

11. VSWR at band center, a dimensionless ratio.

12. Group delay variations (GDV) across entire channel, measured in ns.

13. LO feedthrough at transmitter output, measured in dBm.

14. DC drawn from power supply, measured in mA.

15. BER testing with a BERT.
An amplifier is an active device that has the ability to amplify voltage, current, or both, at zero frequency (a DC amplifier), low frequencies (an audio amplifier), or high frequencies (an RF amplifier). Since power is $P = VI$, then power amplification is only a normal outcome of this capability, since raising the current and/or the voltage will create power amplification.

AC amplifiers, whether for high or low frequencies, operate by allowing a small fluctuating external input signal to control a much greater DC output bias current. This small input signal changes the amplitude of the larger bias current, with the varying bias current then sent through a high-value output impedance or resistance component, which creates an AC output voltage due to $V = IR$. Depending on the amplifier's designated purpose, these output components may be composed of either a resistor, inductor, or tuned circuit.

There are assorted circuit configurations to allow an amplifier to achieve different frequency responses, input and output impedances, gains, and phase shifts. Various bias circuits can be adopted to produce amplification at different efficiency and thermal stability levels, while special coupling methods can be applied to match impedances and filter out undesired frequencies with other stages or loads.

**Amplifier circuit configurations.** Amplifiers come in three different basic flavors, each with its own distinct application and capability. They are referred to as common-base, common-collector, and common-emitter amplifiers, depending on whether the base, collector, or emitter is common to both the input and output of the amplifier circuit.

With an input signal inserted at the emitter and the output taken from the collector circuit, we have our first configuration, the common-base amplifier (Fig. 3.1). The common-base configuration can be found operating as a voltage amplifier for low input impedance circuits. It also possesses a high output impedance and a power amplification due to $P = V^2/R$, but current gain will
always be a little less than 1. However, even though the common-base amplifier has superior temperature stability and linearity, and can easily operate at very high frequencies, it is not nearly as common as the other two configurations, the common-emitter and the common-collector amplifier. This is due partly to the common-base amplifier’s low input impedance (50 to 75 ohms), but these amplifiers can occasionally be found at the 50-ohm antenna input of a receiver, or sometimes as Class C high-frequency amplifiers.

The JFET version of the BJT common-base amplifier, a common-gate amplifier, can be seen in the IF section of receivers; one such circuit is shown in Fig. 3.2. $C_2$, $C_3$, $R_2$, and the RFC are for decoupling; $C_4$ and $C_6$ are for RF coupling; $C_5$ can be tweaked to obtain a flatter frequency response throughout its pass-band; $T_1$ is for matching of the low input impedance, as required.

The most popular amplifier circuit arrangement in all of electronics is the common-emitter type of Fig. 3.3. It has the greatest current and voltage gain.

![Figure 3.1](image1.png) A basic common-base amplifier circuit.

![Figure 3.2](image2.png) A common-gate JFET amplifier.
A combination of any amplifier. In fact, common-emitter amplifier configurations are capable of increasing not only voltage and current, but will also make excellent power amplifiers, and have a medium-frequency response. The bias circuit displayed in the figure is only one of the many ways to bias common-emitter amplifiers (see Sec. 3.3, “Amplifier biasing”).

The common-emitter amplifier functions as follows: When a signal is placed at the base of the active device (the transistor), an amplified output is extracted from the collector output circuit. The output voltage will have been shifted by 180 degrees in phase compared to the signal present at the amplifier’s own input. This is due to the following action. As the signal at the transistor’s base turns more positive, an increased current will flow through the transistor. This decreases the transistor’s resistance, and thus the voltage that is dropped across its collector-emitter junction, or from the collector to ground. Because the output signal is taken from the voltage that is dropped across the transistor’s collector—and the load resistor ($R_L$) is now dropping the voltage that was formerly available to the collector—a shift in the phase at the amplifier’s output is created that is precisely the reverse to that of the input signal.

At RF, a large difficulty in CE amplifiers is an effect called positive feedback, which creates amplifier instability and oscillations due to the internal feedback capacitance between the transistor’s collector and its base. The collector-to-base capacitance can be as high as 25 pF, or more, in certain types of bipolar transistors. At a certain frequency, this capacitance will send an in-phase signal back into the base input from the collector’s output, which will create, for all intents and purposes, an oscillator. To give birth to these oscillations, however, something has to produce a shift in phase, since the CE amplifier already possesses a phase shift from its input to its output of 180 degrees, which would only cause a decrease in the input signal strength (or degeneration) if fed back to the BJT’s input port. In fact, the internal capacitance and resistance of the transistor, along with other phase delays, can yield a powerful phase shift to

![Figure 3.3 A low-frequency type of common-emitter amplifier.](image)
this normally out-of-phase feedback signal. But only those phase delays that are near 180 degrees—furnishing the common-emitter with 0 degrees positive feedback at its base—will bring about the undesired amplifier instability and oscillations. Figure 3.4 illustrates a typical phase-versus-frequency response of a certain single-stage common-emitter amplifier.

Figure 3.5 demonstrates the basic bias circuit configuration of a common-collector (CC) amplifier (also called an emitter-follower). The CC amplifier has the input signal inserted into its base, and the output signal removed from its emitter; which gives a current and power gain, but has a voltage gain of less than 1. This amplifier is used because of its high input impedance and low output impedance, making it beneficial as a buffer amplifier or as an active impedance-matching circuit.

![Figure 3.4](image1.png)  
**Figure 3.4** A phase-versus-frequency graph for a common-emitter amplifier circuit.

![Figure 3.5](image2.png)  
**Figure 3.5** A typical common-collector amplifier circuit.
Unlike the common-emitter amplifier, the CC amplifier has no phase inversion between its input and output, since the current through the active device will increase as the input signal to the transistor’s base rises in amplitude. This action forces a rise in the current through the emitter resistor, which increases the voltage drop across $R_e$, resulting in a 0 degree phase shift.

Most common-collector amplifiers do not possess any voltage-robbing collector resistor, nor do they use an $R_e$ bypass capacitor, which would also lower the output voltage at $V_{OUT}$.

Matching networks. There are numerous matching networks that can be employed to facilitate impedance matching and coupling, and supply some filtering (normally of the low-pass variety) between RF stages as well. Matching allows the maximum power transfer and the attenuation of harmonics to be achieved between stages. Using one of the various topologies of $LC$ circuits within a matching network is far less expensive, and can reach far higher frequencies, than the lumped transformer matching that was so popular in the past.

One of the most common $LC$ matching topologies, especially for narrowband impedance matching, is the simple $L$ network, which can also furnish low-pass (as well as high-pass) filtering to decrease any harmonic output. The low-pass $L$ network in Fig. 3.6 is capable of matching a high output impedance source to a low input impedance load. The low-pass $L$ network of Fig. 3.7 matches a low output impedance source to a high input impedance load.

![Figure 3.6](image1.png)

**Figure 3.6** A high-to-low impedance-matching $L$ network between two amplifiers.

![Figure 3.7](image2.png)

**Figure 3.7** A low-to-high impedance-matching $L$ network between two amplifiers.
The $Q$ of the $L$ network, which must be low for broadband circuits to obtain a wide bandwidth, and for power amplifiers to minimize high circulating currents and thus high losses, is not selectable, so its usage is limited in such devices.

The $T$ network (Fig. 3.8) is another quite popular impedance-matching network; it can be designed to furnish almost any impedance-matching level between stages and a selectable and low $Q$ for wideband and power amplifier use.

Pi networks are chosen for the same reason as the T network, and are found extensively in matching applications of all types. The pi network and its equivalent circuit are displayed in Fig. 3.9. By altering the ratio between capacitors $C_1$ and $C_2$, the output impedance of the load can be matched to the source, as well as decreasing the harmonic output. And while the pi network is a low-pass filter, it can have a small resonant peak and a high return loss at this point, at a certain frequency where the loss of the circuit decreases below that of its bandpass value (if the $Q$ is high enough; Fig. 3.10).

**Distortion and noise.** Two unavoidable, but distinctly undesirable, parts of any circuit are distortion and noise. Distortion can deform the carrier and its sidebands at the transmitter or receiver, causing spectral regrowth and adjacent

![Figure 3.8](image1.png) The impedance-matching $T$ network.

![Figure 3.9](image2.png) (a) The pi impedance-matching network and (b) its equivalent circuit.
channel interference, as well as a faulty, distorted replica of the original baseband signal. This increases the BER, as will any noise, which can be contributed to the system from almost any internal or external source.

Distortion. Distortion can form frequency intermodulation products by the internal nonlinear mixing of any single signal with one or more other frequencies, or create harmonic distortion products when only one frequency is present. Distortion may have different causes, but comparable results: a modulated or unmodulated waveform that is altered in shape or amplitude from the original signal due to improper circuit response.

Frequency distortion will result from circuits that increase or decrease the amplitude of different frequencies better than others. This is normally only a serious problem in IF or RF amplifiers if they are pushed to their extreme frequency limits, since the active device in such a circuit imposes its upper—and many times its lower—frequency limits. Thus, by the inability of a transistor to function properly at higher frequencies (its gain decreases), induced by transit time problems and the negative effects of junction capacitance, the frequency distortion will be exacerbated. But since RF transistor circuits in general are matched, filtered, coupled, and decoupled by reactive components—which are frequency dependent—such a reactive circuit will act as a bandpass, bandstop, high-pass, or low-pass filter, thus altering the expected frequency response of the system if improperly designed or tuned.

Amplitude distortion, a form of nonlinear distortion, can be produced by unsuitable biasing of an amplifier, causing either saturation or cutoff of the transistor. This is extremely nonlinear behavior, and generates harmonics and intermodulation distortion (IMD) products. Overdriving the input of any amplifier (overload distortion) will create the same effect, called flattopping, whether the bias is correct or not; creating both saturation and cutoff conditions. The harmonics and IMD so generated will create interference to other services and/or to adjacent channels and increase the system BER in a digital data radio, while a voiceband device will have an output signal with a harsh, coarse output.
Intermodulation distortion (Fig. 3.11), quite similar to amplitude distortion above, is produced when frequencies that are not harmonically related to the fundamental are created through nonlinearities in a linear Class A or a nonlinear Class C amplifier, or in a nonlinear mixer’s output. IMD is formed by this mixing together of the carrier, any harmonics, the sidebands, IMD from other stages, etc., to produce various spurious responses—both in and out of band. Since these IMD products can fall in band, or cause other signals to fall in band, they can possibly swamp out the desired baseband signal, creating interference, which also causes additional noise which will degrade system performance and BER. In addition, IMD can be manufactured in the power output amplifier of a transmitter when another neighboring transmitter’s signal (and/or its harmonics) arrives at its output stage and mixes. This can be particularly problematic in dense urban environments, as there are many signals present that will modulate each other within the nonlinearities of a normal power amplifier, producing a multitude of sum-and-difference frequencies. In these transmitter-to-transmitter cases, the IMD can be attenuated by employing a wavetrap that is tuned to the interfering transmitter’s frequency, and/or by shielding and proper grounding to prevent mixing within the other internal stages of the transmitter. However, within a receiver this effect can be much worse: The desired signal and a close transmitter’s undesired signal, and/or its harmonics, can be allowed into the receiver’s front end, creating reception of unwanted signals and the obliteration of the desired frequency by the IMD products generated by the nonlinear mixing of the two signals. This can be somewhat mitigated by using, at the receiver, an input notch filter, tighter bandpass filtering, amplifiers that are biased for maximum linearity, and confirming that the RF amplifiers are not functioning in a nonlinear region as a result of being overdriven by an input signal.

A more in-depth explanation of “intermod” is warranted because of its vital importance in the design of any linear amplifier. Since intermodulation distortion is produced when two or more frequencies mix in any nonlinear device, this causes not only numerous sum and difference combinations of the original fundamental frequencies (second-order products: \( f_1 + f_2 \) and \( f_1 - f_2 \)), but also intermodulation products of \( mf_1 + nf_2 \) and \( mf_1 - nf_2 \), in which \( m \) and \( n \) are whole numbers. In fact, third-order intermodulation distortion products, which would be \( 2f_1 + f_2, 2f_1 - f_2, 2f_2 + f_1, \) and \( 2f_2 - f_1 \), can be the most damaging intermodulation products of any of the higher or lower IMD. This is because the second-order IMD products would usually be too far from the receiver’s or transmitter’s pass band to create many problems, and would be strongly attenuated by an amplifier’s tuned circuits, the system’s filters, and the selectivity of the antenna. As an example: Two desired input signals to a receiver, one at 10.7 MHz and the other at 10.9 MHz, would produce sum and difference second-order frequencies at both 21.6 MHz and 0.2 MHz. These frequencies would be far from the actual passband of the receiver, and will be rejected by the receiver’s selectivity. But the third-order IMD formed from these same two signals would be at 10.5 MHz, 11.1 MHz, 32.3 MHz, and 32.5
Figure 3.11 IMD generation through an overdriven or nonlinear amplifier.
MHz, with the most destructive frequencies being, of course, at 10.5 MHz and 11.1 MHz. This is well within the passband of this particular receiver. Much higher order IMD is created in receivers and amplifiers, so all IMD up to the seventh order should be accounted for and, if it does fall within band, must be at such a low amplitude that it cannot cause problems.

A low return loss (a high VSWR) can also create IMD in an amplifier or mixer stage because of the reflected waves from the next stage returning and mixing with the output and its sidebands.

Harmonic distortion occurs when an RF fundamental sine wave \( f_r \) is distorted by nonlinearities within a circuit, generating undesired harmonically related frequencies \( 2 \times f_r, 3 \times f_r, \text{ etc.} \). Interference to receivers tuned to many megahertz, or even gigahertz, away from the transmitter’s output frequency is possible when these harmonics are broadcast into space (Fig. 3.12). The dominant cause of transmitted harmonics is overdriving a poorly filtered power amplifier, with an extreme case of distortion resulting in the sine wave carrier changing into a rough square wave. These nonperfect square waves contain not only the fundamental frequency, but numerous odd harmonics, as well as a certain amount of even harmonics.

No amplifier can be completely linear, so a number of harmonics are inevitably produced within all amplifiers, and they must be attenuated as much as possible—especially in a transmitter.

**Noise.** There are two principal classifications of noise: circuit generated and externally generated. Both limit the possible sensitivity and gain of a receiver, and are unavoidable—but can be minimized.

Circuit noise creates a randomly changing and wide-frequency-ranging voltage. There are two main causes: *white noise*, created by a component’s electrons randomly moving around by thermal energy (heat); and *shot noise*, caused by electrons randomly moving across a semiconductor junction and into the collector or drain of a transistor.

![Figure 3.12 Harmonics in the frequency domain.](image)
External noise, produced by atmospheric upheavals like lightning, as well as space noise caused by sunspots and solar flares and cosmic noise created by interfering signals from the stars, is exacerbated by man-made electromagnetic noise sources such as dimmer switches, neon lights, car ignitions, and electric motors.

**Amplifier design considerations.** Since the data sheet is the dominant source of information circuit designers have for selecting an active device for their own specialized applications, it is especially important to understand data sheet parameters as they apply to RF transistors.

Check out the device’s data sheet with your design to confirm that current, voltage, and power limitations will not be exceeded in your wireless application; whether in a nonsignal DC condition or under a maximum signal situation. Obviously, the transistor’s $f_T$, $P_{1dB}$, and $G_{AMAX}$ (maximum available gain) and, for low-noise amplifier (LNA) applications, the NF, are all vital specifications.

The near maximum output power possible in an amplifier is the 1-dB compression point ($P_{1dB}$). This is the area where a linear amplifier begins to run out of room for its maximum output voltage swing. Any amplifier will have what is generally considered as a linear $P_{OUT}$ until it reaches this $P_{1dB}$ point, which occurs when a high enough input signal is injected into the amplifier’s input. At $P_{1dB}$, the gain of the amplifier will depart from the gain displayed at lower input powers (Fig. 3.13), and for every decibel placed at the amplifier’s input, no longer will there be a linear amplification of the signal. The output gain slope flattens, and soon no significant increase in output power is possible.

![Third Order Intercept Point](image)

**Figure 3.13** The third-order intercept and 1 dB compression points.
When an amplifier is below its P1dB, then for every 1-dB increase in fundamental power into the amplifier, the output second-order products will increase by 2 dB, while the output third-order products will increase by 3 dB. The reverse is also true: For every 1 dB decrease in the fundamental input power, the second and third orders decrease in power by 2 and 3 dB, respectively. However, by increasing the desired input signals, there will reach some point where the third-order products must be (theoretically) equal to the fundamental outputs. This is the third-order intercept point (TOIP).

The third-order intercept point is approximately 10 to 15 dB above the P1dB compression point. The TOIP is the point where, when two different (but closely spaced in frequency) input signals are placed at the amplifier's input port, the undesired output third-order products will be at the same amplitude as the desired two-tone fundamental input signals. However, the output TOIP itself can never actually be reached. This is because the amplifier will go into saturation before this amplitude is ever truly attained. Even though Fig. 3.13 does not show it, the third-order product's output power will gain-limit, just as the fundamental signal must, when the amplifier goes into saturation.

Another significant amplifier design consideration, especially important in VHF and above in any gain block, is excessive source or emitter inductance. This can create instability (possible oscillatory behavior), as well as gain peaking (Fig. 3.14), and is produced by using an emitter resistor in the amplifier design. It is made worse by the addition of the emitter resistor's own bypass capacitor, long emitter leads, and even long vias to ground (even SMD chip capacitors can have 1 nH of inductance, which can fatally disrupt some amplifiers).

The importance of a good impedance match from amplifier stage to amplifier stage can readily be seen by inspecting the formula below. Any impedance mismatches will end in a loss of power, referred to as mismatch loss (ML), and can readily be calculated by:

\[ \text{Mismatch Loss (ML)} = 10 \log_{10} \left( \frac{Z_{in}}{Z_{out}} \right) \]
ML = 10 \log_{10} \left[ 1 - \left( \frac{\text{VSWR} - 1}{\text{VSWR} + 1} \right) \right]^2

where ML = \text{mismatch loss, dB}, \text{ and VSWR} = \text{voltage standing wave ratio, dimensionless units.}

Amplifier efficiency is another meaningful specification in many applications. The efficiency of an amplifier is the percentage of the RF output power compared to the RF and DC input power, and can easily be calculated by:

\[
\text{Eff} = \frac{P_{\text{out}}}{P_{\text{in}} + P_{\text{DC}}} \times 100
\]

where \( \text{Eff} \) = efficiency of the amplifier, %

\( P_{\text{OUT}} \) = RF output power, W

\( P_{\text{IN}} \) = RF input power, W

\( P_{\text{DC}} \) = power supplied to the amplifier by the DC bias, W

As a useful aside: In amplifier design, the desirable specifications, such as a high \( P_1\text{dB} \), low noise, high efficiency, good gain flatness, proper wideband operation, high gain, and high return loss can frequently be in opposition with each other because of real-life internal transistor design limitations.

### 3.1 Small-Signal Amplifiers

#### 3.1.1 Introduction

Small-signal amplifiers are needed to increase the tiny signal levels found at the input of a receiver into usable levels for the receiver’s detector, or into the proper levels required of the final power amplifier of a transmitter. These amplifiers are Class A or AB for linear operation, high sensitivity, and low distortion in digital, AM, and SSB systems.

A receiver’s first RF amplifier will be of the small-signal, high-gain type and must not produce excessive noise, since any noise generated within this first stage will be highly amplified by later stages, decreasing the SNR.

Because of the high operating frequencies, RF amplifiers may sometimes be neutralized in order to counteract any possible positive feedback and its resultant self-oscillations. However, designing with a transistor that has unconditional stability at the frequency and impedance of operation has now become much more prevalent.

The voltage gain of the small signal amplifier can be calculated as \( V_{\text{OUT}}/V_{\text{IN}} \), and when two or more are cascaded, their voltage gain is multiplied. However, the decibel is more frequently used, with these values simply added, or dB + dB, when stages are cascaded.

There are four vital considerations in any discrete RF amplifier design: the choice of the active device, the input and output impedance-matching network, the bias circuit, and the physical layout. Each of these will be discussed in detail.
3.1.2 Amplifier design with $S$ parameters

$S$ parameters characterize any RF device's behavior at different frequencies and bias points. With the information that $S$ parameters supply, the designer can calculate a device’s gain, return loss, stability, reverse isolation, and its input and output impedances. Knowing the transistor’s port impedances is required so that the necessary matching network can easily be designed for a proper impedance match from stage to stage. This matching is vital so that maximum power is delivered to the load at a high return loss (minimum power reflected back toward the source from the load).

Impedance matching of active devices is essential because not only will the typical transistor not have a 50-ohm resistive $Z_{\text{IN}}$ and $Z_{\text{OUT}}$, but its reactances will also vary over frequency. This means that for maximum power transfer into the system’s impedance, which is normally 50 ohms, a matching network must be used to match the active device to the system’s impedance, and sometimes over a wide band of frequencies. However, utilizing $LC$ components is the dominant matching technique, so the match will be perfect only over a very narrow band of frequencies. There are, nevertheless, techniques for impedance matching that work quite well over a very wide band of frequencies, and these will be discussed. For further information, consult the influential work on practical amplifier design *RF Circuit Design* by Chris Bowick.

As mentioned above, a device that must be matched will normally not be at 50 ohms resistive and furthermore will be either inductive or capacitive. This combination resistive and reactive elements in the active device’s $Z_{\text{IN}}$ and $Z_{\text{OUT}}$ is referred to as a complex impedance. So the matching network’s job is not only to match the active device to the system’s impedance, but also to cancel the reactive element to allow for a $50 + j0$ match (or 50 ohms resistive, with no capacitive or inductive reactances). This is called conjugate matching, and supplies a perfect impedance match. Nevertheless, in order to decrease the gain of a transistor at various desired frequencies for gain flattening, or to purposely design an amplifier with less gain within its bandpass, as well as for optimal noise figure (NF), a perfect match may not be desired for certain amplifier applications.

It is usually advisable that all circuits, even discrete circuits in the middle of an IF chain, have a $Z_{\text{IN}}$ and $Z_{\text{OUT}}$ of 50 ohms. Although we could match at any sensible impedance from discrete stage to discrete stage, it would make it quite difficult to perform accurate interstage tests with the 50-ohm test gear commonly available. Thus, after each stage is tested, a 50-ohm circuit can then be confidently placed within the system for reliable cascaded operation.

When designing matching networks, we will take the $S$-parameter 2-port representation of the transistor, ignoring any effect the DC biasing network may have on these parameters in the final design. This is quite valid if only small amounts of RF feedback are produced by high values of $R_f$ (Fig. 3.15; the feedback resistor) in an amplifier’s bias network. In this way, the $S$ parameters will be satisfactory for computing not only the matching networks, but also for the software simulations of the circuit’s responses. However, if an amplifier utilizes a low value resistor for $R_f$ in order to employ heavy feedback,
then the $S$ parameters may no longer be completely valid. In other words, the amplifier circuit's attributes, as defined by the device's $S$ parameters, are accurate only when the bias network employs the normal, high value of bias resistors within its bias network.

$S$-parameter files (or *.S2P; Fig. 3.16) contain only the parameters for a few frequencies (usually not more than 20), so when reading $S$ parameters on data sheets, or in the *.S2P text files themselves, we may find that our frequency of interest falls between two values. For accuracy, we will take the mean value between the two closest frequencies. As an example: $S$ parameters are given in a certain *.S2P file for 3 GHz and 4 GHz, but our design requires a center frequency of 3.5 GHz. Take the mean value of each $S$ parameter at 3 GHz and 4 GHz. To compute $S_{12}$ at 3.5 GHz:

$$\frac{S_{12}^{\text{MAG}} (@ 3 \text{ GHz}) + S_{12}^{\text{MAG}} (@ 4 \text{ GHz})}{2} = S_{12}^{\text{MAG}} (@ 3.5 \text{ GHz})$$

and

$$\frac{S_{12}^{\theta} (@ 3 \text{ GHz}) + S_{12}^{\theta} (@ 4 \text{ GHz})}{2} = S_{12}^{\theta} (@ 3.5 \text{ GHz})$$

The simple analysis of $S$ parameters will furnish the designer with a lot of data on the active device of interest, such as three different ranges of possible gains: the maximum available gain (MAG) that the transistor can attain when perfectly...
matched (MAG is considered a figure of merit only); transducer gain, which is the true gain of an amplifier stage, together with the effects of impedance matching and device gain—but not including power lost within real-world components; and transducer unilateral gain, which is the dB measurement of an amplifier’s power gain into an unmatched 50-ohm load—a worst-case gain evaluation.

Another very meaningful piece of information that $S$ parameters are easily able to reveal is whether the active device will remain stable under any impedance presented at its input or output port; or whether the device may begin to oscillate at some impedance combination. Stability calculations using $S$ parameters yield the Rollet stability factor, or simply $K$. Any transistor with a $K$ of over 1 will be unconditionally stable at the particular frequency and DC bias point chosen for the transistor—with any input and output impedance it may be presented with. In other words, it will never begin to oscillate under any circumstance. However, if the value of $K$ is under 1, then there will be some value of input and output impedance that will cause the amplifier to become potentially unstable. In other words, the amplifier may begin to oscillate. What values of impedance will cause this instability will not be disclosed by the formula. This will be discussed in more detail in the pages that follow.

Matching and gain. In order to begin the design of any amplifier, we should first discover whether the active device we have chosen will remain stable at
our frequency and bias of interest over all impedance variations. This stability should also be maintained over a very wide region of frequencies, both low and high, for wide-ranging stability.

The $K$ stability formula is

$$K = \frac{1 + (|D_S|^2 - |S_{11}|^2 - |S_{22}|^2)}{2|S_{21}| |S_{12}|}$$

where

$$D_S = S_{11} S_{22} - S_{12} S_{21}$$

As explained below, vector algebra is used to calculate $D_S$, while scalar quantities (magnitudes only) are used to calculate $K$.

Thus, if $K > 1$, then the active device will be unconditionally stable for all $Z_{IN}$ and $Z_{OUT}$ presented at its ports. This is by far the easiest transistor to design an amplifier with. But if $K < 1$, then the device is potentially unstable. If this is so, $Z_{IN}$ and $Z_{OUT}$ must be very cautiously selected. Alternatively, you can pick a different active device with a $K > 1$, or opt for another transistor bias point that will give a $K > 1$, or use a neutralizing circuit, or place a low-value resistor at the amplifier's input (to decrease gain).

The following is an example of how to rapidly calculate whether a chosen transistor will be stable at 1.5 GHz, with a $V_{CE} = 10$ V and an $I_C = 6$ mA.

1. The $S$ parameters at that particular frequency and bias point are found to be (by looking at its $S$ parameter file):

   $$S_{11} = 0.195 \angle 167.6^\circ$$
   $$S_{22} = 0.508 \angle -32^\circ$$
   $$S_{12} = 0.139 \angle 61.2^\circ$$
   $$S_{21} = 2.5 \angle 62.4^\circ$$

2. First calculate $D_S^*$:

   $$D_S = (0.195 \angle 167.6^\circ \times 0.508 \angle -32^\circ) - (0.139 \angle 61.2^\circ \times 2.5 \angle 62.4^\circ) = 0.25 \angle -61.4^\circ$$

3. Then calculate $K^*$:

   $$K = \frac{1 + |0.25|^2 - |0.195|^2 - |0.508|^2}{2|2.5||0.139|} = 1.1$$

---

*Use full vector algebra ($Z \pm 0^\circ$) in $S$-parameter calculations (for example, $S_{11} = 0.35 \angle -45^\circ$). How to multiply, subtract, divide, and add vectors is explained below.

†Do not use full vector algebra; employ only the $S$-parameters' magnitudes (for example, $S_{11} = 0.35$). $|S_{11}|$ means to ignore the sign of the magnitude, and always make it positive.
Since $K$ is greater than 1, we see that we have a stable transistor at 1.5 GHz with the transistor’s bias conditions as stated in the $S$-parameter file. For ease of design, it is always recommended that, if at all possible, we exploit only unconditionally stable transistors in our amplifier circuits.

For the calculation of maximum available gain to be valid, $K$ must be greater than 1, or unconditionally stable. Thus, if $K$ is over 1 for a transistor, we can proceed to the MAG calculation to see if the transistor will give us the gain value we desire. MAG is, of course, never attained in practice, so only when the MAG is 20 percent or more above our required gain would we want to work with that particular transistor.

To calculate the MAG of the transistor, or the maximum gain that the transistor can attain when perfectly matched:

1. Calculate
   
   $$B_1 = 1 + |S_{11}|^2 - |S_{22}|^2 - |D_S|^2$$

2. $B_1$ determines whether $+$ or $-$ will be adopted in the MAG equation in step 3. If $B_1$ returns a negative number, use the $+$ sign after $K$; if $B_1$ is positive, utilize the $-$ (negative) sign after $K$.

3. MAG = 10 log $\frac{|S_{21}|}{|S_{12}|} + 10 \log (|K \pm \sqrt{K^2 - 1}|)$

In the equations for $B_1$ and MAG, do not use full vector algebra; employ only the $S$-parameters’ magnitudes (for example, $S_{11} = 0.35$). $|S_{11}|$ means to ignore the sign of the magnitude, and always make it positive.

As an example of a MAG calculation:

1. $B_1 = 1 + |0.195|^2 - |0.508|^2 - |0.25|^2 = +0.717$

2. Since $B_1$ has returned a positive number, the sign after $K$ (1.1) in the equation below will be negative.

3. Complete for MAG:
   
   $$\text{MAG} = 10 \log \frac{|2.5|}{|0.139|} + 10 \log (|1.1 - \sqrt{1.1^2 - 1}|)$$

   $$= 12.56 + (-1.92) = 10.63\text{dB}$$

Thus, the amplifier will supply a maximum available gain of 10.63 dB.

After finding that the transistor has a $K$ greater than 1 at our desired frequency, and with a MAG greater than 20 percent of that required for our application, the actual $Z_{\text{IN}}$ and $Z_{\text{OUT}}$ of the transistor can then be calculated. These impedance calculations will take into account the reflected impedances caused by $S_{12}$, the transistor’s value of isolation in the reverse direction, since only if $S_{12}$ has a value of zero will it have no effect on the transistor’s individual $Z_{\text{IN}}$.
and \( Z_{\text{OUT}} \); however, this is never the case. So we will want to perform a simultaneous conjugate match to prevent the matching of the input port from changing the matching of the output port, and vice versa.

To begin the calculation of the transistor's input and output impedances:

1. Determine the value of \( C_2 \), which is used in one of the following equations, by:

\[
C_2 = S_{22} - (D_S S_{11} \Psi) \quad D_S = S_{11} S_{22} - S_{12} S_{21}
\]

\( (S_{11} \Psi) \) equals the complex conjugate of \( S_{11} \). In other words, just change the sign of the angle, but not the magnitude's sign, of the \( S_{11} \) value (for example, \( S_{11} = +12 \angle +18^\circ \), so \( S_{11} \Psi = +12 \angle -18^\circ \)). \( C_2 \) and \( D_S \) are calculated as vectors.

2. Calculate \( B_2 \), which is also used in one of the following equations:

\[
B_2 = 1 + |S_{22}|^2 - |S_{11}|^2 - |D_S|^2
\]

3. Then calculate the magnitude of the load reflection coefficient (\( \Gamma_L \)), which is the value of the impedance that the transistor must see at its output to be perfectly matched:

\[
|\Gamma_L| = \frac{B_2 \pm \sqrt{B_2^2 - 4 |C_2|^2}}{2 |C_2|}
\]

Note that the sign used for \( B_2 \pm \) is the opposite of that obtained in the \( B_2 \) calculation of step 2. This formula supplies magnitude.

4. The angle is the same as that calculated in step 1 for the \( C_2 \) angle, but simply reverse that answer’s sign.

Now, to calculate the output impedance of the transistor (\( Z_{\text{OUT}} \)). Use the following formula [all signs (±) must be strictly maintained for all calculated numbers. \( 1 - \Gamma_L \) will subtract 1 from the real term of \( \Gamma_L \), and will simply change the sign of the imaginary term, while \( 1 + \Gamma_L \) will add 1 to the real term of \( \Gamma_L \) and ignores the imaginary number completely]:

\[
Z_{\text{OUT}} = Z_{\text{LOAD}} \left( \frac{1 + \Gamma_L \Psi}{1 - \Gamma_L \Psi} \right)
\]

where \( Z_{\text{LOAD}} \) = transistor’s load placed at its output (typically 50 ohms; written as \( 50 + j0 \)).

To calculate the value of the transistor’s input impedance (\( Z_{\text{IN}} \)) for the transistor’s output impedance as calculated above:

1. \( \Gamma_S = \left[ S_{11} + \frac{S_{12} S_{21} \Gamma_L}{1 - (\Gamma_L S_{22})} \right] \Psi \)
2. \[ Z_{\text{IN}} = Z_{\text{SOURCE}} \left( \frac{1 + \Gamma_S^\Psi}{1 - \Gamma_S^\Psi} \right) \]

where \( Z_{\text{SOURCE}} \) = transistor’s source (the prior stage) placed at its input (typically 50 ohms; written as 50 + j0 for this formula). Vector algebra is used to calculate \( \Gamma_S \), \( Z_{\text{IN}} \), \( Z_{\text{OUT}} \), and \( Z_{\text{LOAD}} \).

Note that all signs (±) must be strictly maintained for all calculated numbers. \( 1 - \Gamma_L \) will subtract 1 from the real term of \( \Gamma_L \), and will simply change the sign of the imaginary term. \( \Gamma_L^\Psi \) or \( \Gamma_S^\Psi \) equals the complex conjugate of \( \Gamma_L \) or \( \Gamma_S \) respectively. In other words, just change the sign of the angle, but not the magnitude's sign (for example, \(+12° + 18° = +12° - 18°\)). If \( \Psi \) is outside a bracket, then the answer to everything within the bracket must be converted into this complex conjugate.

Now that we have discovered the input and output impedances of our chosen device, we can begin to impedance-match its ports to obtain a simultaneous conjugate match for the transistor’s required source and load. So the next step is to design the matching networks for our circuit.

As an example, the active device, a transistor, has these \( S \) parameters at 1.5 GHz and a \( V_{CE} = 10 \) V and an \( I_C = 6 \) mA:

\[
\begin{align*}
S_{11} & = 0.195\angle167.6° \\
S_{22} & = 0.508\angle-32° \\
S_{12} & = 0.139\angle61.2° \\
S_{21} & = 2.5\angle62.4° 
\end{align*}
\]

We will want the amplifier to run between two 50-ohm terminations. To design an input and output matching network to maintain maximum amplifier gain:

1. Calculate \( K \). Confirm unconditional stability \( (K > 1) \) by calculation or lookup in a table, if supplied. (All negative real number results must be used in all calculations as negative real numbers.):
   
   a. \( D_S = S_{11}S_{22} - S_{12}S_{21} = 0.25 \angle -61.4° \)

   b. \( K = \frac{1 + |D_S|^2 - |S_{11}|^2 - |S_{22}|^2}{2|S_{21}|^2|S_{12}|} \)

   c. \( K = \frac{1 + (0.25)^2 - (0.195)^2 - (0.508)^2}{2(2.5)(0.139)} = +1.1 \)

Use vector algebra for \( D_S \). Do not use vector algebra for \( K \), use magnitudes of the \( S \) parameters.

2. Calculate MAG:
a. \[ \text{MAG} = 10 \log_{10} \left| \frac{S_{21}}{S_{12}} \right| + 10 \log_{10} |K \pm \sqrt{K^2 - 1}| \]

b. \[ B_1 = 1 + |S_{11}|^2 - |S_{22}|^2 - |D_S|^2 = +0.717 \]

c. \[ \text{MAG} = 10 \log \left( \frac{2.5}{0.139} \right) + 10 \log (1.1 - \sqrt{(1.1)^2 - 1}) = 10.63 \text{ dB} \]

Do not use vector quantities to calculate \( \text{MAG} \) and \( B_1 \), use magnitudes only. Since \( B_1 = +0.717 \), then the sign between 1.1 and the square root in step 2c is negative. 10.63 dB MAG is all right for our needs, so we continue.

3. Calculate \( \angle_L \) (load reflection coefficient) required for a conjugate match for the transistor. As stated above, the \( \angle_S \) and \( \angle_L \) are the values that the transistor must have at its input and its output for a perfect match:

a. \[ C_2 = S_{22} - (D_S S_{11})^\psi = (0.508 \angle -32^\circ) - [(0.25 \angle -61.4^\circ)(0.195 \angle 167.6^\circ)] \]

b. \( C_2 = 0.555 \angle -33.5^\circ \)

c. \[ B_2 = 1 + |S_{22}|^2 - |S_{11}|^2 - |D_S|^2 = 1 + (0.508)^2 - (0.195)^2 - (0.25)^2 \]

d. \( B_2 = +1.157 \)

e. Therefore, since \( B_2 \) equals +, the sign equals – in the \( \angle_L \) equation below:

\[ \angle_L = \frac{B_2 \pm \sqrt{(B_2)^2 - 4|C_2|^2}}{2|C_2|} = \frac{1.157 - \sqrt{(1.157)^2 - 4(0.555)^2}}{2(0.555)} = 0.748 \]

So the answer for the magnitude of \( \angle_L \) is:

\[ \angle_L = 0.748 \]

f. Now find the angle of \( \Gamma_L \). The angle equals the same value as in \( C_2 = (0.555 \angle -33.5^\circ) \), but is opposite in sign. Therefore, the angle of \( \Gamma_L = \angle +33.5^\circ \).

g. Our complete answer is \( \Gamma_L = 0.748 \angle +33.5^\circ \)

Use magnitudes, not vectors, to calculate \( B_2 \) and \( \Gamma_L \).

4. Calculate the source reflection coefficient (\( \Gamma_S \)):

a. \[ \Gamma_S = \left[ S_{11} + \frac{S_{12} S_{21} \Gamma_L}{1 - (\Gamma_L \cdot S_{22})} \right]^\psi \]

b. \[ \Gamma_S = \left[ 0.195 \angle 167.6^\circ + \frac{(0.139 \angle 61.2^\circ)(2.5 \angle 62.4^\circ)(0.748 \angle 33.5^\circ)}{1 - (0.748 \angle 33.5^\circ)(0.508 \angle -32^\circ)} \right]^\psi \]

\[ = (0.61 \angle 160.8^\circ)^\psi \]

c. \( \Gamma_S = 0.61 \angle -160.8^\circ \)
Use vector quantities to calculate $\Gamma_s$.

5. Calculate the input impedance of the transistor (Fig. 3.17):

$$
Z_{\text{IN}} = Z_{\text{SOURCE}} \frac{1 + \Gamma_s^\psi}{1 - \Gamma_s^\psi} = 50 + j0 \left[ \frac{1 + (-0.576 + j0.2)}{1 - (-0.576 + j0.2)} \right]
$$

$$
= 50 + j0 \left( \frac{0.424 + j0.2}{1.57 - j0.2} \right) = 12.4 + j7.9
$$

where $Z_{\text{SOURCE}}$ = impedance placed at the transistor’s input by the prior stage (typically 50 ohms, written as $50 + j0$ for this formula). Use vector quantities in the equation for $Z_{\text{IN}}$.

6. Now match $Z_{\text{SOURCE}}$ to $Z_{\text{IN}}$ with the matching procedures presented further in this chapter.

7. Calculate the transistor’s output impedance (Fig. 3.18):

$$
Z_{\text{OUT}} = Z_{\text{LOAD}} \frac{1 + \Gamma_L^\psi}{1 - \Gamma_L^\psi} = 50 + j0 \left[ \frac{1 + (0.624 - j0.413)}{1 - (0.624 - j0.413)} \right] = 70.5 - j132
$$

where $Z_{\text{LOAD}}$ = impedance of the transistor’s load.

8. Now match $Z_{\text{OUT}}$ to $Z_{\text{LOAD}}$ with the procedures presented later in this chapter.

9. At this time it is possible to calculate the transducer gain ($G_T$, the actual gain of an amplifier stage, which includes the effects of impedance matching and device gain, but does not include power losses in real-world components). $G_T$ will be quite close to the MAG value:

$$
G_T = 10 \log_{10} \left[ \frac{|S_{21}|^2 (1 - |\Gamma_s|^2)(1 - |\Gamma_L|^2)}{|(1 - S_{11}^\ast \Gamma_s^\ast)(1 - S_{22}^\ast \Gamma_L^\ast) - S_{12}^\ast S_{21}^\ast \Gamma_L^\ast \Gamma_s^\ast|^2} \right]
$$

![Figure 3.17](A transistor’s input at RF.)


3.1.3 Vector algebra

When it is necessary to utilize full complex numbers (\(Z \angle \pm \theta^\circ\)) in our calculations, we can perform the required mathematical functions by the following methods.

**To multiply polar quantities:** First, multiply the magnitudes; then add the phase angles.

**To divide polar quantities:** First divide the magnitudes; then subtract the phase angles.

**To subtract polar quantities:** First, convert to rectangular notation (\(R + jX\); see “conversions” in Sec. 3.1.4), then subtract \(R_1 - R_2 = R_T\) and \(jX_1 - jX_2 = jX_T\); then convert the rectangular answer back to polar.

**To add polar quantities:** Perform as in subtraction; but *add* the rectangular values (\(R_T = R_1 + R_2; \ jX_T = jX_1 + jX_2\)).

**Stability.** All active devices are quite stable when presented with a 50-ohm source and load over the entire frequency range in which the device exhibits gain. Most problems with stability occur when the circuit designer does not take into account the elevated low-frequency gain of a normal amplifier; and its inherent instability when presented with anything other than 50-ohm terminations. This lack of 50-ohm termination as the frequency is decreased can be due to two main reasons: (1) the amplifier’s impedance matching circuits are good only for a narrow band of frequencies, so they will present 50 ohms to the transistor over a relatively restricted range. (2) The inductor adopted for decoupling of the power supply (which is a very low impedance source) from the amplifier becomes closer to a short circuit as the frequency is decreased. This can create instability at low frequencies because a distributed choke, or even a low-value RF lumped choke employed for RF decoupling will give a true choke response only over a higher band of frequencies. This means that as the frequency of operation is decreased, the “open” circuit of the RF choke will begin...
to look more like a piece of straight wire than as a choke, causing the amplifier to have a load that no longer appears as 50 ohms, which can create oscillations in a conditionally stable amplifier. One way to lessen this effect is to add a lumped RF choke above the distributed RF choke to choke out lower frequency RF, since the amplifier has more gain here than at the higher frequencies (Fig. 3.19). Another technique to ensure that no low-frequency oscillations are created by amplifier stability problems is to use a 50-ohm resistor at the DC end of the bias circuit (Fig. 3.20), as this allows the amplifier to operate into a 50-ohm termination at frequencies so low that the distributed RF choke would have no effect. The termination resistor works to stabilize the conditionally stable amplifier, and is required only if there is no other series voltage dropping resistor between the collector and $V_{cc}$. Since this resistor will have the full collector current running through it, subtract the voltage dropped across it from the $V_{cc}$ value to obtain the voltage at the amplifier. Looking at Fig. 3.20 again, we see that capacitor $C_B$ also helps to shunt low-frequency RF to ground to decrease the disruptive low-frequency RF gain. Figure 3.21 is another configuration that is able to maintain decoupling from the power supply at low frequencies. The circuit accomplishes this by using both a low- and a high-frequency choke to sustain a high impedance into the power supply.

To lower the chances of any instability in an amplifier, a potentially unstable transistor will require a degenerative feedback network, a source and load impedance that assures stability, or another bias point for the transistor. None of this is required with an unconditionally stable transistor.

However, to completely maintain stability within an amplifier circuit, it should be remembered that the circuit elements themselves can add a larger feedback path for oscillations than even the transistor itself. Since Barkhausen's criterion for oscillations is a loop gain of unity or higher, and an in-phase (regenerative) feedback from output to input, then we can see that at certain frequen-

![Figure 3.19](image.png)

**Figure 3.19** No gain compensation in an amplifier.
cies, and with a high enough feedback path somewhere on the board, oscillation can become a problem if the layout is poor. In addition, the higher the gain of an amplifier stage, the more likely oscillations will begin to break out; 25 dB of gain is considered the maximum for stability from a single stage.

Neutralization (degenerative feedback), as mentioned above, is sometimes used to stabilize a potentially unstable amplifier. Nonetheless, the amplifier neutralization procedure will be successful only if the positive feedback path that created instability and oscillations is internal to the transistor, and not if poor layout and/or lack of input/output shielding creates the return path. Neutralization is also problematic with wideband transistor amplifiers because of the variations in input and output capacitance of a bipolar transistor with changes in frequency and bias currents, as well as the neutralization retuning requirements for transistors in different production lots.

Another viable technique for creating a stable amplifier is to simply reduce the gain of the stage. This works because an amplifier, as mentioned above, must reach the Barkhausen criterion to oscillate (just as an oscillator must). This means that reducing the feedback and/or the gain will stabilize an amplifier. Unfortunately, reducing stage gain appreciably is often an unacceptable solution, both from an economic and an efficiency standpoint.
Approximations. When searching for a small-signal transistor with a specific gain and stability, we may not want to be as formal with our calculations as we have been up to now, because of time constraints. Ballpark figures will sometimes suffice. There is a much faster method to obtain gain and stability figures, called $S$-parameter scalar approximations, that can be utilized for amplifiers to obtain approximate design values. For the following formulas, only the magnitudes of the $S$ parameters are employed, and not the phase angles.

1. $G_{tu}$ (transducer unilateral gain) is the dB measurement of an amplifier's power gain into an unmatched 50-ohm load—a worst-case gain value—and can be roughly calculated by:

$$G_{tu} = 10 \log_{10} |S_{21}|^2$$

2. Mismatch losses ($\alpha p$) at the transistor's input or output, in dB, are calculated by:

$$\alpha p_{\text{IN}} = -10 \log_{10} (1 - S_{11}^2)$$

$$\alpha p_{\text{OUT}} = -10 \log_{10} (1 - S_{22}^2)$$
The total mismatch loss for the entire unmatched transistor is

\[ \alpha p_{\text{TOTAL}} = \alpha p_{\text{IN}} + \alpha p_{\text{OUT}} \]

3. MAG (maximum available gain) is calculated by:

\[ \text{MAG} = G_{tu} + \alpha p_{\text{TOTAL}} \]

4. Since designing for MAG is never recommended because an amplifier can be unstable at this high gain value, we would like to be able to compute the MSG, or the maximum stable gain:

\[ \text{MSG} = 10 \log_{10} \left( \frac{\left| S_{21} \right|}{\left| S_{12} \right|} \right) \]

Thus, if the MAG is smaller than the MSG, then the amplifier will be unconditionally stable, unless poor circuit layout produces an external feedback path.

Scalar approximation is a more rapid technique than the methods presented in the prior pages, since we are employing only the magnitude of the \( S \) parameters, and not their phase angle. As an example, we are given a transistor with the following \( S \) parameters:

\[
\begin{align*}
S_{11} &= 0.195 \angle 167.6^\circ \\
S_{22} &= 0.508 \angle -32^\circ \\
S_{12} &= 0.139 \angle 61.2^\circ \\
S_{21} &= 2.5 \angle 62.4^\circ
\end{align*}
\]

Therefore \( S_{11} = 0.195, S_{22} = 0.508, S_{21} = 2.5, S_{12} = 0.139 \), and

\[
\begin{align*}
G_{tu} &= 10 \log_{10} \left| 2.5 \right|^2 = 7.96 \text{ dB} \\
\alpha p_{\text{IN}} &= -10 \log_{10} (1 - 0.195^2) = 0.168 \text{ dB} \\
\alpha p_{\text{OUT}} &= -10 \log_{10} (1 - 0.508^2) = 1.29 \text{ dB} \\
\alpha p_{\text{TOTAL}} &= 0.168 \text{ dB} + 1.29 \text{ dB} = 1.46 \text{ dB}
\end{align*}
\]

which demonstrates that about 1.46 dB will be gained by proper impedance matching.

\[ \text{MAG} = 7.96 \text{ dB} + 1.46 \text{ dB} = 9.42 \text{ dB} \]

(10.63 dB was calculated for this same transistor with the full MAG method described earlier.)

\[ \text{MSG} = 10 \log_{10} \left( \frac{\left| 2.5 \right|}{\left| 0.139 \right|} \right) = 12.55 \text{ dB} \]

With MAG < MSG by over 3 dB—even with our approximation methods—this transistor will be very stable.
3.1.4 Matching networks

The most common amplifier matching networks are lumped and distributed LC-type L, T, and pi circuits (Fig. 3.22).

Once all of the information on the parameters of the device to be matched is assembled, we will need to design the matching network. This is so the device's impedances will match the impedances of the circuit it will be inserted into, so that we may obtain the maximum power transfer from one stage to another, with no power reflections: $Z_{\text{SOURCE}} = R + jX$ must equal $Z_{\text{LOAD}} = R - jX$ (a conjugate match; Fig. 3.23).

However, there is only one frequency that will be perfectly matched from source to load, since $X_C$ and $X_L$ are frequency dependent, or:

$$L = \frac{X_L}{2\pi f} \quad \text{and} \quad C = \frac{1}{2\pi f X_C}$$

 Nonetheless, we may normally obtain quite a decent return loss over a very wide band of frequencies by proper matching techniques with the correct matching network.

![Figure 3.22](image)

**Figure 3.22** Popular matching networks: (a) L; (b) T; (c) pi.

![Figure 3.23](image)

**Figure 3.23** Canceling reactances and equal resistances maximizes power transfer.
In interstage matching, it is possible to choose between two methodologies: match the output impedance of the first stage (usually a “high” impedance) to the input impedance of the second stage (usually a “low” impedance). This uses the fewest components. Or, match everything to 50 ohms for standardization. This permits the testing of the final physical design from stage to stage with normal 50-ohm test gear.

**Lumped L matching.** The simple, but very popular, L matching network has a disadvantage in that the $Q$ of the circuit cannot be selected as it can in the more complex networks shown below. A low $Q$ is desired to increase the bandwidth of the amplifier, as well as to decrease lossy circulating currents in power amplifiers. Still, the value of $Q$ is usually naturally low in an L network, and thus will suffice for most semiwideband matching needs.

First, to design a basic resistance-matching-only L network for matching the two-different-value resistances of $R_S$ and $R_P$ (Fig. 3.24), the network topology must initially be chosen. For a high-to-low impedance transformation choose Fig. 3.6; for a low-to-high impedance transformation, choose Fig. 3.7:

1. Find the natural $Q$ of the circuit by the following formula, in which $Q_S$ and $Q_P$ must be a positive number:
   a. $Q_S = Q_P = \sqrt{\frac{R_P}{R_S} - 1}$
   b. $Q_S = Q_P = \sqrt{\frac{58}{12} - 1}$
   c. $Q_S = Q_P = 1.96$

2. Find the reactance of element $X_P$ of the L network (Fig. 3.25):
   a. $X_P = \frac{R_P}{Q_P}$

![Figure 3.24](image) An unmatched source and load.
3. Find the reactance of element $X_S$ of the $L$ network:
   a. $X_S = Q_S R_S$
   b. $X_S = 1.96 \times 12$
   c. $X_S = 23.5$ ohms

4. To convert the calculated $X_S$ reactance into an inductor value:
   a. $L = \frac{X_S}{2\pi f}$
   b. $L = \frac{23.5}{2\pi \times 1.5 \text{ GHz}}$
   c. $L = 2.5 \text{ nH}$

5. To convert the calculated $X_P$ reactance into a capacitor value:
   a. $C = \frac{1}{2\pi f X_P}$
   b. $C = \frac{1}{2\pi (1.5 \text{ GHz}) \times 29.6}$
   c. $C = 3.58 \text{ pf}$

The completed matching network is shown in Fig. 3.26.

When Fig. 3.26 must be chosen in a high-to-low impedance matching situation, simply change the $R_P$ designation to $R_S$ and $R_S$ to $R_P$, and then use the same calculations as above (this switch is needed because the $L$ network's
matching capacitor $X_p$ is now in parallel with the source’s resistance, instead of the load’s resistance).

When two different, but pure, resistances must be matched, the above technique is easily and rapidly applied to perform this task. However, if reactances must also be canceled within one or both of these circuits—as well as the resistances matched—then one (or both) of the two following methods may be employed.

Absorption uses the reactances of the impedance matching network itself to absorb the undesired load and/or source reactances (Fig. 3.27). This is accomplished by positioning the matching inductor in series with any load or source inductive reactance. In this way, the load or source’s $X_L$ actually becomes part

![Figure 3.26](image1.png) The final L network component values for a matched source and load.

![Figure 3.27](image2.png) Circuit that requires the addition of components to absorb reactances.
of the matching inductor. The same outcome can be attained by positioning a matching capacitor in \textit{parallel} with any load or source \(X_C\), thus combining the two values into one larger value. This allows the internal stray reactances of both devices to actually contribute to the matching network, with these internal reactances now being subtracted from the calculated values of the \(LC\) matching components. In other words, the transistor’s own stray reactances are now becoming an additive part of the matching network. This method is useful only if the stray internal reactances of the device are \textit{less} than the calculated reactances required for a proper match, which is normally the case.

The other technique is use \textit{resonance} to resonate out the stray reactances of the device or circuit to be matched (at our desired frequency), with a reactance that is equal in value but opposite in sign, and then continuing as if the matching problem were a completely resistive one \((R + j0)\). This will make the internal stray reactances of the two devices or circuits disappear, thus allowing only the pure resistances to be easily dealt with.

The first approach, \textit{absorption}, is demonstrated with the practical example of Fig. 3.28a:

1. Disregard all source and/or load internal reactances.
2. Place an \(L\) network in series with the internal stray \(X_L\) of the source, and the capacitance in parallel with the internal stray \(X_C\) of the load (Fig. 3.28b).
3. While still neglecting all of the stray reactances, use the formulas and methods of resistive lumped \(L\) matching as outlined above to calculate and match \(R_S\) to \(R_L\).
4. Subtract the internal stray reactance values from the \(L\) network’s calculated values of \(L_1\) (2.5 nH) and \(C_1\) (3.58 pF), which in this case will be 2.5 nH – 1 nH = 1.5 nH = \(L_1\) and 3.58 pF – 1.5 pF = 2.08 pF = \(C_1\).
5. The new \(L\) network component values are now the actual values required to obtain the proper \(12 + j9.4\) conjugate match for the \(12 + j9.4\) source (or \(Z_L = 12 + j0\)).

To design a matching network employing the second method, the \textit{resonance} approach, view the example circuit of Fig. 3.29:

1. Resonate out the 1.5 pF of stray capacitance within the load by employing a shunt inductor with a value of

\[
L = \frac{1}{|2\pi f|^2 C_{\text{STRAY}}} \quad \text{or} \quad L = 7.5 \text{ nH} \quad \text{(Fig. 3.30)}. 
\]

The internal stray capacitance can now be considered as no longer existing within the load.

2. Since the source is purely resistive \((Z_S = R_S + j0)\), and the load is now as well \((Z_L = R_L + j0)\), we can utilize the formulas for basic resistive lumped matching to design an \(L\) network to match the source to the load.
Figure 3.28 (a) Circuit that requires matching; (b) the addition of components to absorb reactances.

Figure 3.29 Example circuit for the resonance impedance-matching design approach.
3. Simplify by combining both of the inductors we now have (Fig. 3.31) with a single inductor by (Fig. 3.32):

\[ L_{NEW} = \frac{L_1 L_2}{L_1 + L_2} \]

or \(2.22 \ \text{nH} = L_{NEW}\)

The 50-ohm source is now perfectly matched to the complex load.

**Pi and T network matching.** Three-element impedance matching (pi or T) networks are popular in narrowband applications. The narrowband popularity is due to the higher \(Q\) over that which \(L\) networks possess, yet pi and T networks also permit almost any \(Q\) to be selected. Nonetheless, T and pi circuits can never be lower in \(Q\) than an L network. The \(Q\) desired for a particular application may be calculated with the following formula, assuming the utilization of high-\(Q\) inductors:

\[ Q = \frac{f_c}{(f_2 - f_1)} \]

where \(Q\) = loaded quality factor of the circuit 
\(f_c\) = center frequency of the circuit 
\(f_2\) = upper frequency that we will require to pass with little loss 
\(f_1\) = lower frequency that we will require to pass with little loss

Employ the guidelines below to design a pi network capable of matching two different pure resistances (Fig. 3.33). With the following design methodology, consider the pi network as two L networks attached back to back, with a virtual resistor in the center; which is used only as an aid in designing these networks, and will not be in the final design:

1. Find “\(R\)”, the virtual resistance, as shown in Fig. 3.34. (Note: In this example, the \(Q\) of the pi network is chosen to be 10):
Figure 3.31 Adding the two inductors.

Figure 3.32 Combining the two inductors into one for an L network.

Figure 3.33 A pi matching network between a source and its load.
"R" = \frac{R_H}{Q^2 + 1} = \frac{58}{10^2 + 1} = 0.57 \text{ ohms}

R_H is equal to whichever source or load resistance is larger, R_L or R_S.

2. Find \(X_{p2}\) and \(X_{s2}\) by:

\[X_{p2} = \frac{R_L}{Q} = \frac{58}{10} = 5.8 \text{ ohms}\]
\[X_{s2} = Q"R" = 5.7 \text{ ohms}\]

for the load-side values.

3. Find the value of \(X_{p1}\) and \(X_{s1}\):

\[X_{p1} = \frac{R_S}{Q_1} |Q_1 = \sqrt{\frac{R_S}{"R"} - 1} = \frac{12}{4.48} |4.48 = \sqrt{\frac{12}{0.57} - 1} = 2.68 \text{ ohms}\]
\[X_{s1} = Q_1"R" = 4.48 \times 0.57 = 2.55 \text{ ohms}\]

4. Combine \(X_{s1}\) and \(X_{s2}\) (\(X_{s1} + X_{s2}\)) (Fig. 3.35).

5. One of four different pi matching configurations can be chosen, depending on the following requirements: Must we get rid of stray reactances, pass or block DC, or filter excess harmonics (Fig. 3.36)?

6. Convert the reactances calculated to \(L\) and \(C\) values by:

\[L = \frac{X_S}{2\pi f} \text{ and } C = \frac{1}{2\pi f X_P}\]

To match two stages with a pi network, while canceling reactances and matching resistances (Fig. 3.37), observe the following procedures. Convert the load/source to/from parallel or series equivalences as required to make it
easier to absorb any reactances. These conversion equations are found later in this chapter.

1. Select a proper network topology that will absorb both stages’ reactances. In this case, we would choose a pi network with two parallel capacitors (see discussion above on absorption).

2. Choose a desired $Q$ and frequency of operation.

3. Find "$R$," the virtual resistance:

$$"R" = \frac{R_H}{Q^2 + 1}$$

Note: $R_H$ is equal to whichever source or load resistance is larger, $R_L$ or $R_S$.

4. Find $X_{C2}$ and $X_{L2}$ by:

$$X_{C2} = \frac{R_L}{Q} \quad \text{and} \quad X_{L2} = Q"R"$$

for the load-side values.

5. Find $X_{C1}$ and $X_{L1}$ by:

$$X_{C1} = \frac{R_S}{Q_1} \quad |Q_1| = \sqrt{\frac{R_S}{"R"}} - 1 \quad \text{and} \quad X_{L1} = Q_1"R"$$

6. As shown in Fig. 3.38, add $X_{L1}$ and $X_{L2}$ to form $X_{L\text{NEW}}$; combine $X_{\text{CSTRAY1}}$ and $X_{C1}$; then combine $X_{\text{CSTRAY2}}$ and $X_{C2}$ ($X_{C1}$ and $X_{C2}$ must be smaller than $X_{\text{CSTRAY1}}$ and $X_{\text{CSTRAY2}}$ respectively, since adding two capacitors’ reactances in parallel involves:

$$\frac{X_C \times C_{\text{STRAY}}}{X_C + C_{\text{STRAY}}} = X_C$$
Figure 3.36 Various legitimate pi networks before and after combining components.
Thus, if \( X_{\text{STRAY1}} < X_{C_1} \), then \( X_{C_{\text{TOTAL}}} \) will not be able to reach the proper \( X_C \) value. Also, increase \( X_{C_1} \) until:

\[
\frac{X_{C_1} \cdot X_{\text{STRAY1}}}{X_{C_1} + X_{\text{STRAY1}}} = X_{C_{\text{TOTAL}}} = X_{C_1} \quad \text{or} \quad \frac{X_{C_1} \cdot X_{\text{STRAY1}}}{X_{C_1} - X_{\text{STRAY1}}} = X_{\text{NEW}}
\]

This is so \( X_{C_1} \) and \( X_{\text{STRAY1}} \) in parallel, will still equal the computed value of \( X_{C_1} \) \((X_{C_{\text{TOTAL}}})\).

7. Convert the reactances calculated to \( L \) and \( C \) values by:

\[
L = \frac{X}{2\pi f} \quad \text{and} \quad C = \frac{1}{2\pi f X}
\]

The completed network is as shown as Fig. 3.39.

\( T \) networks are required when two low impedances need to be matched with a high \( Q \), and must be of a higher \( Q \) than that available with the L network type.
Follow this procedure to match two unequal and pure resistances, as shown in the example of Fig. 3.40.

1. Decide on the loaded $Q$ (in this case 15), and the frequency (in this case 1.5 GHz).

2. Find the “$R$” value by $R = \frac{R_{\text{SMALL}}}{Q^2 + 1}$; “$R” = \frac{12}{(15^2 + 1)}$; “$R$” = 2712 ohms. $R_{\text{SMALL}}$ is the smaller value of the two resistances, whether it is $R_S$ or $R_L$.

3. Find $X_{S1} = QR_S = 15 \cdot 12 = 180$ ohms.

4. Find $X_{P1} = \frac{“R”}{Q} = \frac{2712}{15} = 181$ ohms.

5. Find:

$$Q_2 = \sqrt{\frac{“R”}{R_L}} - 1 = \sqrt{\frac{2712}{58}} - 1 = 6.76$$

6. Find:

$$X_{P2} = \frac{“R”}{Q_2} = \frac{2712}{6.76} = 401 \text{ ohms}$$

7. Find:

$$X_{S2} = Q_2 R_L = 6.76 \cdot 58 = 392 \text{ ohms}$$

8. $X_{P1}$ and $X_{P2}$ are combined by:

$$X_{\text{TOTAL}} = \frac{X_{P1}X_{P2}}{X_{P1} + X_{P2}} = \frac{181 \cdot 401}{181 + 401} = 125 \text{ ohms}$$
9. The circuit is shown completed in Fig. 3.41. Other possible circuit configurations can be used as required (Fig. 3.42). Figure 3.42a, b, and c are combined as in step 8 above, but the signs must be maintained for b and c because of the opposite reactance employed (+ for inductors and − for capacitors).

**Wideband matching.** Sometimes it may be necessary to design a low-Q, very wideband matching network. This can be done as follows, by using Fig. 3.43a for a pure resistive load that is smaller than the pure resistive source or by employing Fig. 3.43b for a pure resistive load that is larger than the pure resistive source. $X_{S_1}$ and $X_{P_1}$ can be considered as a separate L network from $X_{S_2}$ and $X_{P_2}$, so each L may be oriented any way that is convenient. For instance, $X_{S_1}$ may be an inductor, so $X_{P_1}$ must then be a capacitor; however, $X_{S_2}$ may be the capacitor, with $X_{P_2}$ being the inductor:

1. Solve for “R”:

   $$\text{"R"} = \sqrt{R_S R_L} = 8.7 \text{ ohms}$$

2. Solve for loaded $Q$:

   $$Q = \sqrt{\frac{\text{"R"}}{R_{\text{SMALLER}}}} - 1 = 2.2$$

3. Complete for Fig. 3.43a:

   $$X_{P_2} = \frac{\text{"R"}}{Q_2} \bigg| Q_2 = \sqrt{\frac{\text{"R"}}{R_L}} - 1 = 3.97 \text{ ohms (Q}_2 = 2.19) \quad \text{and} \quad X_{S_2} = Q_2 R_L = 3.28 \text{ ohms}$$

   $$X_{P_1} = \frac{R_S}{Q_1} \bigg| Q_1 = \sqrt{\frac{R_S}{\text{"R"}}} - 1 = 22.9 \text{ ohms (Q}_1 = 2.18) \quad \text{and} \quad X_{S_1} = Q_1 "R" = 18.96 \text{ ohms}$$

---

**Figure 3.40** Designing a T network for use between a resistive source and load.
4. Or complete for Fig. 3.43b:

\[ X_{P2} = \frac{R_P}{Q} = 22.7 \text{ ohms} \quad \text{and} \quad X_{S2} = Q'R' = 19 \text{ ohms} \]

\[ X_{P1} = \frac{''R''}{Q} = 3.95 \text{ ohms} \quad \text{and} \quad X_{S1} = Q'R_S = 3.3 \text{ ohms} \]

It is possible to match for increasingly wider bandwidths by adding sections as shown in Fig. 3.44:

1. Maximum bandwidth is always achieved if the ratios of each of the two ensuing resistances are equal, or:

\[ \frac{''R''_1}{R_{\text{smaller}}} = \frac{''R''_2}{''R''_1} = \frac{''R''_3}{''R''_2} = \ldots = \frac{R_{\text{larger}}}{''R''_n} \]

2. Design as in Fig. 3.43b for this circuit if \( R_L > R_S \), or adopt the Fig. 3.43a design procedure and circuit elements if \( R_L < R_S \).

**Impedance matching with distributed circuits.** Even though it is possible to design low-value distributed series capacitors into a microwave circuit, it is ordinarily too difficult and inaccurate a procedure. This means that, wherever possible, we will want to employ shunt distributed capacitors when matching impedances in our microwave designs. But what would we do if, for instance, we find that the series input impedance of a device is inductive, and we would like to tune this inductance out? This would generally require a conjugate series capacitance to cancel the device’s series input inductance. However, since we would like to get away from using a lumped series capacitor, we can convert the series input impedance (Fig. 3.45) of the device to an equivalent parallel input impedance (Fig. 3.46), which will now permit us to exploit a shunt distributed element to resonate out the input reactance of the device. The formulas to accomplish this conversion are:

\[ R_p = R_S + \frac{X_S^2}{R_S} \quad \text{and} \quad X_p = \frac{R_p R_S}{X_S} \]
Figure 3.42 The T network and its various legal configurations before and after combination.
Figure 3.43  Two different configurations for a wideband matching network: (a) high to low; (b) low to high.

Figure 3.44  Matching for very wide bandwidths.
Indeed, we could design the distributed matching circuit as we would the lumped type, and simply substitute the equivalent lumped distributed components as explained in Sec. 1.3.2, “Microstrip as equivalent components.” However, we may find that the calculated $L$ and $C$ values may be beyond the normally maximum 30 degree per wavelength length limit imposed on accurate equivalent distributed components, and will be either unrealizable or inferior to a lumped part. Thus, it may be far easier to utilize microwave quarter-wave line matching as outlined below.

**Microwave quarter-wave line matching.** For small- and large-signal device impedances, matching can be accomplished as follows:

1. Calculate the input/output impedances of the device to be matched (they will be series impedances, or $R \pm jX$), or obtain these values from the data sheet.
2. Convert series $R \pm jX$ to parallel as required. Whether to employ parallel or series will depend on whether it would be easier, with microstrip, to resonate out the reactance in series or in a parallel equivalence. If a distributed part must be used for this purpose, a shunt capacitor is always desired.

3. Calculate the required microstrip width and length, at the frequency of interest, to simulate a lumped value that will cancel out the reactive component of the device being matched, making the input or output $R \pm j0$. Lumped microwave capacitors and inductors can also be utilized if the microstrip part is unrealizable because it would be inordinately over 30 degrees in length.

4. Then, match the now real (resistive) part of the transistor’s input or output by employing a microstrip transformer (Fig. 3.47). The transformer microstrip section is placed between the two mismatched impedances (in this case, 50 ohms for the system’s transmission line impedance, and 20 ohms for the transistor’s input resistance). The transformer segment will be $(\lambda/4)V_p$ long ($V_p =$ propagation velocity; Sec. 1.3.2, see “Microstrip as Transmission Line”), and as wide as a microstrip transmission line would be with an impedance of $Z = \sqrt{R_1 R_2}$, which in this case is 31.6 ohms).

**Reflection coefficients.** The magnitude of the reflection coefficient (signified by $\rho$ or $\Gamma$) of a circuit or transmission line is simply the ratio between the reflected wave and the forward wave of a signal, or:

$$\rho = \frac{V_{\text{REFL}}}{V_{\text{FWD}}} \quad \text{and} \quad \rho = \frac{\text{VSWR} - 1}{\text{VSWR} + 1}$$

The reflection coefficient will always be some value between 0 and 1, since the reflected wave’s amplitude will never be higher in amplitude than the

![Figure 3.47](image-url) Using a distributed transformer to match a 50-ohm resistive source and an unequal resistive load.
height of the forward wave. Most values of \( \rho \), however, will contain both magnitude and phase, instead of simply magnitude as above. These reflection coefficients are an indicator of the quality of the match between one impedance and another, or \( \frac{V_{\text{REFL}}}{V_{\text{FWD}}} \), with a perfect match equaling zero and the worst match equaling 1. They can be expressed in rectangular \((\Gamma = R \pm jX)\) or polar \((\Gamma = P \angle \pm 0)\) forms.

Nevertheless, calculating just the magnitude ratio will allow the computation of the return loss and mismatch for any circuit.

Return loss: \( \text{RL} \) (in dB) \[
\text{RL} = 10 \log_{10} \rho^2
\]

Mismatch loss: \( \text{ML} \) (in dB) \[
\text{ML} = 10 \log_{10} (1 - \rho^2)
\]

**Conversions.** There may be occasions when we will need to convert from the old \( Y \) parameters (another way to characterize a transistor) into the newer \( S \) parameters, even though this is rarely required today.

\[
Y_{11} = \left[ \frac{(1 + S_{22}) (1 - S_{11}) + S_{12} S_{21}}{(1 + S_{11}) (1 + S_{22}) - (S_{12} S_{21})} \right] \times \frac{1}{50}
\]

\[
Y_{12} = \left[ \frac{-2S_{12}}{(1 + S_{11}) (1 + S_{22}) - (S_{12} S_{21})} \right] \times \frac{1}{50}
\]

\[
Y_{21} = \left[ \frac{-2S_{21}}{(1 + S_{11}) (1 + S_{22}) - (S_{12} S_{21})} \right] \times \frac{1}{50}
\]

\[
Y_{22} = \left[ \frac{(1 + S_{11}) (1 - S_{22}) + S_{12} S_{21}}{(1 + S_{22}) (1 + S_{11}) - (S_{12} S_{21})} \right] \times \frac{1}{50}
\]

Use full vector values of \( S \) \((Z \angle \pm 0^\circ)\) in calculations (for example, \( S_{11} = 0.35 \angle -45^\circ \)).

We will have many instances when we have to convert from rectangular \((Z = R \pm jX)\) to polar \((Z = R \angle \theta)\) notation, and back, when designing amplifiers. The manual technique below—good only for positive real numbers—is one method. However, a simple scientific calculator performs the job much faster and more accurately.

1. To convert rectangular into polar form \((R \pm jX \text{ to } Z \angle \theta)\):
   a. \( Z = \sqrt{R^2 + X^2} \)
   b. \( \theta = \tan^{-1} \frac{X}{R} \) \((\text{Note: } \tan^{-1} = \text{arc tangent})\)

2. To convert polar into rectangular form \((Z \angle \theta \text{ to } R \pm jX)\):
   a. \( R = Z \cos \theta \)
   b. \( X = Z \sin \theta \)
There are also many times when we must convert a series resistance and reactance into a parallel resistance and reactance. This is in order to make a certain impedance-matching problem easier to solve. Below is another technique for doing this.

To convert from series to parallel, using the example of Figs. 3.45 and 3.46 ($f_c = 1.5$ GHz):

1. Find the $Q$ of the series circuit:
   \[ Q = \frac{X_S}{R_S} \quad \text{or} \quad Q = 2.62 \]

2. If $Q < 10$, use $R_p = (Q^2 + 1)R_S = 28$ ohms
3. If $Q > 10$, use $R_p = Q^2 R_S$
4. $X_p = R_p ÷ Q_p = 10.8$ ohms \((Note: Q = Q_s = Q_p)\)
5. $C_p = 1 ÷ 2\pi f X_p$
6. $L_p = 2\pi f X_p$

To convert from parallel to series using Figs. 3.45 and 3.46:

1. Find $Q = R_p ÷ X_p$
2. $R_s = R_p ÷ (Q^2 + 1)$ if $Q < 10$
3. $R_s = R_p ÷ Q^2$ if $Q > 10$
4. $X_s = R_p (X_p R_p/X_p^2 + R_p^2)$
5. $C_s = 1 ÷ 2\pi f X_s$
6. $L_s = 2\pi f X_s$

Selective mismatching. Designing an amplifier for a specific gain can be accomplished by selective mismatching at either its input or output port. This is an important technique, since we do not always require all of the gain that can be supplied by a particular transistor. Thus, a stage can be designed for a certain gain (or NF) by actually not matching the load to the source by some predetermined amount. This technique is a powerful and legitimate one, but it is wise to attempt it only when we are using an unconditionally stable transistor. However, if the extra parts can be afforded in the amplifier design, fixed attenuators can also be adopted for this purpose where noise figure is not a concern.

To carry out selective output mismatching of a transistor amplifier in order to lower its gain by mismatch losses, follow this procedure (Fig. 3.48):

1. Choose gain desired ($G_{\text{desired}}$) for the amplifier.
2. Calculate $M_L = G_{\text{max}}$ (dB) − $G_{\text{desired}}$ (dB)
   \[ \text{where} \quad M_L = \text{mismatch loss, dB} \]
3. Calculate RATIO, which is the ratio between the transistor’s real output impedance $R_{Q(OUT)}^{}$ and the matching network’s input, $R_{IN(MATCH)}^{}$ (to be calculated in the next step):

$$RATIO = \frac{1 + \sqrt{1 - (10^{-M_L/10})}}{1 - \sqrt{1 - (10^{-M_L/10})}}$$

4. Find the $R_{IN(MATCH)}^{}$ (or $R_v^{}$) of the matching network:

$$R_v^{} = \frac{R_{Q(OUT)}^{} \cdot RATIO}{R}$$

where $R_{Q(OUT)}^{} = \text{real part of the transistor’s } Z_{OUT}^{}$,

$$R_v^{} \text{ or } R_{IN(MATCH)}^{} = \text{virtual resistance at the matching network’s input}$$

$$RATIO = \text{ratio of the transistor’s real output impedance } R_{Q(OUT)}^{} \text{ to the matching network’s input, } R_{IN(MATCH)}^{}$$

($R_v^{}$ is used in calculations only, and is not a real circuit element.)

5. Cancel the reactance of the transistor’s output by placing a reactance of the opposite value in series (Fig. 3.49; $X_l^{}$). Now design the transistor’s T matching network of Fig. 3.50 ($L_1^{}, L_2^{}, C_1^{}$) to cancel all reactances in the load, but designed as if the transistor’s true output impedance was now the new value of $R_v^{}$.

6. Remove $R_v^{}$ from the design (it is only used for the initial calculations). Combine all series reactances.

7. An impedance mismatch is now formed, creating a drop in amplifier gain. This is due to mismatch losses caused by designing the transistor’s output T matching network as if the transistor had an output impedance of $R_v^{}$, instead of its true value. The completed mismatched output impedance amplifier is as shown in Fig. 3.51.

8. Design the input matching network for the transistor normally.

As an example, follow Figs. 3.48 to 3.51 above. Design a transistor amplifier with a gain of 6 dB at 1.5 GHz with the following device $S$ parameters:
1. Choose $G_{\text{DESIRED}} = 6 \text{ dB} \ (\text{or whatever value you would like the gain to be}).$

2. Calculate $M_L = G_{\text{MAX}} \ (\text{dB}) - G_{\text{DESIRED}} \ (\text{dB}) = 10.63 - 6 = 4.63 \text{ dB}$

3. Calculate

$$\text{RATIO} = \frac{1 + \sqrt{1 - (10^{-4.63/10})}}{1 - \sqrt{1 - (10^{-4.63/10})}} = 9.5$$

Figure 3.49 Using a virtual resistor ($R_v$) as the active device's temporary output resistance.

Figure 3.50 Combining the calculated values for a T matching network for selective mismatching.
4. Calculate the virtual resistance $R_v$ required at the input to the impedance matching network:

$$R_v = \frac{R_{Q(\text{OUT})}}{\text{RATIO}} = \frac{70.5}{9.5} = 7.42 \text{ ohms}$$

where $R_{Q(\text{OUT})}$ is the real part (resistance) of the transistor's output.

5. Design matching network to cancel all reactances at the transistor's output and the load's input, while employing $R_v$ as the new $Z_{\text{OUT}}$ of the transistor for the impedance-matching network. Remove $R_v$, and combine all series reactances.

6. Design input matching network for a conjugate match to the transistor's input.

**LNA low-noise design.** Designing for the lowest noise figure for a small-signal amplifier is required when planning a receiver system for VHF and above. And since an exact 50-ohm match will rarely be used in a low-noise amplifier (LNA), only transistors with a $K$ of 1 or more should be adopted in this application.

A minimum noise figure can be obtained from any transistor by carefully choosing its source load $R_S$ and its bias point. This optimum source load and bias point can be found either by source resistance ($R_S$) versus collector current ($I_C$) charts or by $I_C$ versus NF charts, both available at only a limited number of frequencies on the active device's data sheet. The optimal combination of $R_S$ versus $I_C$ for certain frequencies may also be available on a small Smith chart printed on the data sheet. $\Gamma_{S(\text{opt})}$, which is the optimum source reflection coefficient for the lowest NF, can also be found on many low-noise transistor data sheets.

To design an LNA, first locate a transistor with a low NF at the desired frequency, then find—in the data sheets—the $I_C$ and $R_S$ (or $\Gamma_{S(\text{opt})}$) that will give
the best NF. Now design the bias network to supply the chosen $I_c$, while the optimal source impedance of $R_s$ is matched at the transistor’s input instead of the true impedance of the source. In other words, if we match the low-noise active device to $\Gamma_{S_{\text{opt}}}$ by making the LNA “see,” for instance, the antenna’s 50-ohm output impedance as this $\Gamma_{S_{\text{opt}}}$ value, we can make the LNA transistor supply a low NF (but at an increased VSWR over a perfect power match). We then terminate the transistor’s output by:

$$\Gamma_L = \left[ \frac{S_{22} + S_{12} S_{21} \Gamma_{S_{\text{opt}}}}{1 - S_{11} \Gamma_{S_{\text{opt}}}} \right]$$

where

- $\Gamma_L$ = load reflection coefficient
- $\Gamma_{S_{\text{opt}}}$ = optimum source reflection coefficient for the lowest NF (as found on the transistor’s data sheet).
- $\Psi$ = the complex conjugate of the result

Vector quantities should be used for $S$.

$\Gamma_{S_{\text{opt}}}$ will be close to the complex conjugate of the device’s input impedance, and will, at times, be so close to $S_{11} \Psi$ as to be almost identical. This would be the optimal situation, since NF and VSWR will then be optimized. This situation is more common with GaAs FETs that are operated above 2 GHz (GaAs FETs must be employed in the microwave regions above 2 GHz if BJTs cannot furnish the necessary gain and noise performance).

When the $S_{11} \Psi$ (perfect input impedance match for power) and $\Gamma_{S_{\text{opt}}}$ (perfect NF “match”) diverge excessively from each other, system performance may suffer, with an associated noise figure and increased mismatch loss. A way to compromise between VSWR and NF is to employ a small amount of source lead inductance for the low-noise FET. If source lead inductance is used under 2 GHz, where it is most needed in both FETs and BJTs, $S_{11} \Psi$ and $\Gamma_{S_{\text{opt}}}$ will come quite close together, thus hopefully decreasing both NF and VSWR, while slightly decreasing gain—with minimal impact on device stability. This increased source inductance need only be added in the form of slightly longer source leads (before they contact the PCB’s ground plane). The length must be found empirically, or approximated with certain RF software packages. As stated above, stability under 2 GHz will not be dramatically affected by this increase in source inductance, but at higher frequencies, this will not be the case, and instability of the LNA can result. Too high a source inductance value will, nevertheless, create amplifier instability at high or low frequencies, so the best value should be chosen carefully. Therefore, with both the BJT and the FET, a compromise between stability, NF, and gain must be reached, since any inductance at the emitter or source will lower gain and increase stability at low frequencies, but will actually increase gain and decrease stability at high frequencies in a wideband LNA.

If stability is still a concern, adding a very low value resistor (13 ohms) between the transistor’s collector and its output matching network will decrease gain, but force stability over a very wide band of frequencies. In fact,
safety from oscillation in high-gain amplifiers from VHF upward will normally
demand some small value of resistive collector loading. The higher the value
of the resistor, the more stability, but the less amplifier gain. Values of
between 5 to 20 ohms should suffice.

As an example of LNA design, the ideal bias point for the lowest NF for a
certain low-noise transistor was found to be $V_{CE} = 10 \text{ V}$ and $I_C = 6 \text{ mA}$ on
the device’s data sheet. The optimal $\Gamma_S$ for low-noise is $\Gamma_{S\text{(opt)}}$ and
equals $0.65 \angle 138^\circ$ for this transistor, also as printed on the data sheet, for the frequency and bias
of interest ($\Gamma_{S\text{(opt)}}$ may likewise be referred to as $\Gamma_0$ and $\Gamma_{\text{opt}}$). Along with $\Gamma_{S\text{(opt)}}$ we
will also find the $G_a$ expected of the transistor at our operating frequency;
this is the associated gain at the minimum noise figure, in dB. The $S$ parameters
of the transistor at the above bias conditions are $S_{11} = 0.35 \angle 160^\circ$; $S_{22} =
0.37 \angle -36^\circ$; $S_{12} = 0.05 \angle 61^\circ$; $S_{21} = 3.4 \angle 62^\circ$. Design an LNA that has a $Z_{IN}$
of 50 ohms and a $Z_{OUT}$ of 50 ohms at 500 MHz. Calculate impedance matching
networks and gain.

1. Is the transistor unconditionally stable ($K > 1$)?
2. The $\Gamma_{S\text{(opt)}}$ for optimal NF, as stated on the data sheet, is $0.65 \angle 138^\circ$, which
   equals $-0.48 + j0.43$.
3. Find the input matching network’s optimum NF matching from source to
   the transistor’s input using $\Gamma_{S\text{(opt)}}$ in step 2; make the transistor’s input
   think that it is seeing $\Gamma_{S\text{(opt)}}$ as its source.
4. Find

   $\Gamma_L = (S_{22} + \frac{S_{12} S_{21} \Gamma_{S\text{(opt)}}}{1 - S_{11} \Gamma_{S\text{(opt)}}}) \Psi$

   where $\Gamma_L$ = load reflection coefficient
   $\Gamma_{S\text{(opt)}}$ = value as shown in step 2 above
   $\Psi$ = complex conjugate of the result

   Use vector quantities for $S$.
5. Match the transistor’s output to the next stage.

### 3.2 Large-Signal Amplifiers

#### 3.2.1 Introduction

Linear Class A power and small-signal amplifiers can be designed by $S$
parameters. Nonlinear, Class B and C power amplifiers cannot reliably exploit these
parameters, but instead must depend mainly on large-signal input/output
parameter design. These values can be found in the power transistor’s data
sheet in rectangular notation (such as $1.1 - j3.2$) for its series input and output
impedances at a number of frequencies, and at a specific $V_{CC}$ and $P_{OUT}$. The
series input and output impedances can be made available as a Smith chart...
representation, or in a much easier to read tabular format on the device’s data sheet. If desired, the series impedance values can be converted to a shunt impedance (as presented earlier in this chapter), if this information is not so provided. When provided, they may be in the form of a separate graph of input and output parallel equivalent resistance versus frequency, and a graph of input and output parallel equivalent capacitance versus frequency, at a set $V_{cc}$ and $P^{\text{OUT}}$.

Designing Class C power amplifiers with small-signal $S$ parameters will result in a circuit that is not optimized and will not function as intended. This is because any transistor’s input resistance, capacitance, gain, and output resistance will be significantly different when the device is run as a large-signal power amplifier as opposed to a small-signal, Class A amplifier. However, sometimes $S$ parameters may be placed on power MOSFET data sheets, but are only to be utilized to approximate a beginning design, which must then be tweaked in software, and then hardware.

Impedance matching, especially in RF power amplifiers, is required so that the transfer of energy to the next stage is accomplished with as little wasted power as possible. Matching that increases the return loss (decreasing the VSWR) of a system or amplifier prevents ripples in the passband of filters from forming and permits the active device to perform as designed with a flat gain, proper NF, low distortion, and high stability.

Since the input and output impedances of a power transistor are a complex impedance (Fig. 3.52), and this input impedance can be at very low values (which can necessitate an impedance transformation ratio of up to 20 times for a BJT), it can be seen that proper matching of a power amplifier to its source and load is anything but trivial. And the higher the desired output power of the large-signal transistor, the lower will be its output impedance, which can make matching difficult, especially at these high power levels. In fact, the design of power amplifiers just a few short years ago involved much trial and error in the tweaking of matching and bias networks in order to obtain an efficient and workable amplifier that did not self-destruct and had viable component values. To a lesser extent, this is still the case, but usually only in order to fine-tune the amplifier for low VSWR, high gain, maximum efficiency, and maximum output power because of real-world component tolerances as well as the effects of stray reactances on the completed circuit.

The transistor’s input and output impedances will also decrease with an increase in frequency, which further complicates the design of matching networks for high power amplifiers—especially since these impedances can go down to $\frac{1}{2} \text{ohm}$ or less.

However, by choosing a transistor with a high collector voltage requirement, we can increase its output impedance over a transistor that operates at a lower value of collector voltage, or:

$$Z_{\text{OUT}} = \frac{V_C^2}{2P^{\text{OUT}}}$$
where $Z_\text{OUT} = \text{output impedance of the transistor, ohms}$

$V_C = \text{DC voltage at the collector}$

$P_\text{OUT} = \text{output power, watts}$

There is, of course, a practical limit to this high collector voltage concept due to the available on-board (PCB) voltages, as well as internal transistor design issues.

In selecting a power transistor for our design, certain factors and specifications must be taken into consideration. The most important are: power output ($P_\text{OUT}$), $V_C$, packaging, cost, gain, frequency of operation, power input ($P_\text{IN(MAX)}$), class (AB, B, C, or A), ruggedness, and built-in matching networks. The gain at the frequency of operation for the transistor must, of course, fit the requirements as specified, but choosing a power transistor with an excessive $f_T$ will result in a more delicate device. This is because one way for the transistor designer to increase the frequency of its operation is by making the device physically smaller—and a smaller device lowers its safe power dissipation levels. Most power transistors will also be specifically characterized for different $Q$ points—normally Class C or Class AB. If the transistor is used at another bias $Q$ point, its parameters, such as gain, impedance, and even device lifetime, will change. In addition power gain is ordinarily at its peak with Class A amplifiers, and begins dropping as the forward bias is decreased; with Class C having the lowest power gain of any amplifier type. However, this change in bias will also affect the transistor’s tolerance to impedance mismatches, which will be the greatest for Class C–biased amplifiers, decreasing as the device gets closer to Class A.

As most power transistors run at low supply voltages, current draw can be quite high, which demands chokes and inductors capable of handling these currents. Another problem with power amplifiers over small signal types is that any high-$Q$ circuits at the amplifier’s output tank will result in high circulating currents within the tank, causing very high dissipative losses and low amplifier efficiency. Unfortunately, this is in direct conflict with any
requirements to attenuate output harmonics with high-$Q$ matching in many applications. Choosing the $Q$ of the matching networks to be either high or low will depend on whether the amplifier will be operated in a broadband application. If it is, then the $Q$ should be as low as possible in order to pass as wide a band of frequencies as possible, while also enhancing the amplifier’s stability. This stability should not be compromised if we do not allow the matching network $Q$ to exceed 5, even in designs for narrow bandwidths.

The physical PCB layout of power amplifiers must be carefully watched. Excessively long emitter leads in a common-emitter amplifier can cause degeneration—and instability in higher frequency applications—with the effect of lower gain due to the added lead inductance. In Class C common-base power amplifiers, the effects can be even more pronounced, and will rapidly lead to complete instability.

Indeed, power amplifier stability can become an almost impossible task if the transistor is operated significantly below its own power or frequency rating. This is due to the increased gain over a safe, stable value when the transistor is not operated closer to its design specifications.

Many power transistors today are protected against instant destruction caused by brief intervals of mismatch and instability by modern fabrication techniques. Protection is important, since instability oscillations will create high peak voltages and collector currents, causing damage to an unprotected device.

A typical single-ended Class C power amplifier, with matching networks, collector bias, and decoupling circuits, is shown in Fig. 3.53.

![Class C power amplifier with matching networks and bias and decoupling circuits.](image-url)
3.2.2 Amplifier design with large-signal series equivalent impedances

The dominant procedure for design of high-power, nonlinear amplifiers is the large-signal series equivalent impedance method, which characterizes a Class C, common-emitter power transistor’s equivalent input and output impedances (Fig. 3.52). The large-signal series equivalent impedance is found in the data sheet of the power device, and merely represents the complex conjugate, at a specific $V_{CC}$, frequency, power output, power input, and bias where the transistor will supply maximum gain. This does not, however, guarantee that maximum efficiency will result from such a match, since in wideband amplifier design the lower frequencies—where gain is naturally at its highest level—may be purposefully mismatched; while the higher frequencies will be conjugately matched to peak their gain.

In designing power amplifiers, the concept of load resistance is sometimes employed (Fig. 3.54). This simply means that the output of the source (the driver) stage must see a certain impedance at the input of its load stage (the PA) in order to be capable of supplying the requisite input power. This is because:

$$R_L = \frac{(V_{CC} - V_{SAT})^2}{2P}$$

or, with less accuracy,

$$R_L = \frac{V_{CC}^2}{2P}$$

where $R_L =$ load resistance (the input of the power amplifier)
$V_{CC} =$ supply voltage of the driver
$V_{SAT} =$ driver transistor’s saturation voltage
$P = P_{OUT}$ level required of the driver.

This will then allow the load stage, the power amplifier (PA), to output the proper power into the antenna because it has received the necessary power level from the driver. However, we must still consider the input and output

![Figure 3.54](image-url)
impedances of both of the transistors as a complex $R \pm jX$ value, and we must form a matching network that forces the driver transistor’s output impedance to match the load resistance ($R_L$) value as demanded for maximum power output from the driver at its $V_{cc}$. In other words, the PA’s input now appears to the driver stage to be the $R_L$ that it must be in order to be able to output the required power as needed by the PA stage. This must, as well, match the resistive input to the PA and absorb or resonate out any $\pm jX$ part for a conjugate match.

Matching networks for power amplifiers should normally consist of the T type, rather than the pi type. Pi-type matching networks for high-powered amplifiers sometimes result in unrealistic component values at the higher operating frequencies encountered today into a 50-ohm load; T networks are capable of much higher frequency operation before this becomes a major problem. Both T and pi networks can be used, however, if the output impedance of the transistor is higher than its load, or the power output of the amplifier is under 15 W.

To begin the design of a power amplifier, follow these steps for power transistor impedance matching:

1. Look through the transistor’s data sheet for the output power versus input power graph (an output power versus frequency graph is similar) to find out how much input power is needed to drive the amplifier for a specific output power, and at the desired frequency of operation. As necessary, apply the common formula to see the gain in dB:

$$\text{dB} = 10 \log \left( \frac{P_{\text{OUT}}}{P_{\text{IN}}} \right)$$

2. Search the data sheet for the series equivalent impedance on a Smith chart or in a tabular chart to obtain the transistor’s series $Z_{\text{IN}}$ and $Z_{\text{OUT}}$ ($Z_{\text{OL}}$) at the frequency, power, and $V_{cc}$ of interest (Fig. 3.52).

3. Now follow the same matching network design procedures as for small-signal amplifiers to obtain a conjugate match.

4. If a wideband power amplifier is required, then frequency-flatten as discussed at the end of this chapter.

5. Complete the bias network design for a Class C amplifier as presented in Sec. 3.3, “Amplifier Biasing.”

**Stability, tests, and cures.** Class C power amplifiers *must* remain stable under any load or $V_{cc}$ since instability can “smoke” the transistor because of increased collector currents and high voltages. One way to test stability is to decrease $V_{cc}$ to a quarter of its typical value while, with the output placed into its characteristic impedance, varying the input drive level. If the amplifier remains stable, then there is a very good likelihood that it will not oscillate.
under almost any adverse load condition (any power amplifier must, especially in today’s competitive market, not self-destruct in a short- or open-circuited state). In addition, if the power transistor has appropriate heat sinking, the amplifier will have a much stronger chance of withstanding very poor return losses caused by a missing or short-circuited load.

In order to minimize the chances of instability, the base of a power BJT Class C amplifier should be grounded through a low-\(Q\) choke (Fig. 3.53), with a ferrite bead that is operational at these frequencies attached to the grounded end of the base lead. Decreasing low-frequency gain, which is naturally at an increased level, will also assist in stability. This is discussed under “Gain flattening,” below. And the proper RF grounding of the transistor’s emitter leads will help in maintaining gain and avoiding oscillations, since the smallest amount of inductance in this path to ground can prove disastrous to a power transistor. In fact, even the naturally occurring parasitic inductances and capacitances in the passive elements used for biasing, coupling, and decoupling should be modeled in software to prevent unnecessary and expensive tweaking of the completed power amplifier.

**Gain flattening.** All wideband power amplifiers should incorporate some type of compensation to maintain a flat gain across their entire bandwidth to within 2 dB or better. This is needed because of an amplifier’s inclination to possess a higher gain at its lower frequencies than at its higher frequencies; gain decreases at 6 dB per octave as frequency increases. The high gain, as mentioned above, can cause low-frequency instabilities and subsequent transistor damage. By far the simplest method is to add a losser network (Fig. 3.55) between the driver and the power amplifier. This will send “excess” low-frequency power to \(R\) at an almost perfect amplitude compensation value of 6 dB per octave, thus flattening the gain response of the power amplifier.

Since this circuit is merely a high-pass network with a load, design it to pass—without attenuation—the highest frequency of interest. The natural
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**Figure 3.55** Gain flattening with an \(LR\) losser network.
rolloff of this circuit will then continue to flatten the gain as the undesired frequencies decrease in value. However, the low frequencies may begin to display an increasingly degraded return loss, so some empirical tweaking may be required, both in software and on the lab bench, for optimized values of $L$, $C$, and $R$.

3.3 Amplifier Biasing

3.3.1 Introduction

**Classes of operation.** Special classes of amplifier bias levels are utilized to achieve different objectives, each with its own distinct advantages and disadvantages. The most prevalent classes of bias operation are Classes A, AB, B, and C. All of these classes use circuit components to bias the transistor at a different DC operating, or $Q$, point (Fig. 3.56).

As shown in Fig. 3.57, Class A bias permits a signal’s amplified current to flow for the entire cycle, or 360 degrees, of the input signal. This allows the amplified output signal to never reach saturation or cutoff, and thus stay within linear operating parameters. The output will be a relatively accurate amplified representation of the input signal.

Because of their low efficiency, Class A single-ended amplifiers are ordinarily used only in small-signal, nonpower applications, especially as low-distortion linear RF and IF amplifiers. This lack of efficiency is caused by the large amount of continuous DC supply power required at all times to produce the constant current that is always flowing through the amplifier—with or without any input signal present.

![Figure 3.56](image) The locations of various bias $Q$ points for different amplifier classes.
Simply by decreasing the Q point of the amplifier a small amount, Class AB operation is reached (Fig. 3.58). This class of operation has a little higher efficiency than Class A since the static output current ($I_{c}$) through the amplifier will be smaller, and will also flow for something less than a complete cycle when a signal is present, normally around 300 degrees in power amplifier applications. This type of bias can also be used in small-signal linear amplifiers because the modest input signal amplitude is unable to push the amplifier into cutoff. But any Class AB single-ended power amplifier will display more output distortion than a Class A type because of the output clipping of the signal's waveform. However, Class AB is a common bias for push-pull audio power amplifiers, as well as very linear RF push-pull power amplifiers.

Class B bias efficiency is quite high: with no input signal, nearly zero power dissipation occurs within the amplifier. This is a result of the almost complete absence of collector current flow, since the bias is just barely decreased to overcome the 0.6 V of the base-emitter junction. When a signal is placed at the input, the output current will flow for approximately 180° of a full cycle (Fig. 3.59). This conduction will only occur when a half cycle of the signal forward biases the base, while the other half cycle will reverse-bias the emitter-base, creating a lack of output. However, considering that the Class B amplifier acts as a half-wave rectifier—amplifying only half of the incoming signal—it is normally found only in push-pull power amplifier arrangements.

Class C amplifiers are even more efficient than Class B bias, since they consume only a small leakage current when no input signal is present. When an input signal is inserted, a Class C will amplify for less than half of the input signal's cycle, and will really supply only a pulse at its output port. The conduction angle will be 120 degrees or less (Fig. 3.60), because the emitter-base junction is, in fact, slightly reverse biased. Many Class C schemes, however, may not use any bias at all, since silicon transistors, because of their 0.6-V emitter-base barrier voltage, will not conduct until this voltage is overcome by the input signal. As a pulsed output is unusable for most wireless purposes, this pulse must be changed back into a sine wave by a tuned circuit (see “Flywheel effect” in the Glossary) or filter, which will also decrease the harmonic output level. With the flywheel effect reconstructing the missing alternation, the output of a Class C
amplifier will also have a peak-to-peak voltage that is double the $V_{cc}$ of the power supply.

Class C amplifiers are found in FM driver stages, single-ended nonlinear RF power output stages, mixers, and active frequency multipliers.

**Amplifier biasing circuits.** A transistor amplifier must be biased with resistors and a power supply for a couple of reasons. Foremost, we would need two separate voltage supplies to furnish the desired class of bias for both the emitter-collector and the emitter-base voltages. This is still done in certain
applications, but biasing was invented so that these separate voltages could be obtained from a single supply. Second, transistors are remarkably temperature sensitive, inviting a condition called thermal runaway. Thermal runaway will rapidly destroy a bipolar transistor, since collector current quickly and uncontrollably increases to damaging levels as the temperature rises; unless the amplifier is temperature stabilized to nullify this effect.

The dominant biasing schemes to obtain both temperature stabilization and single-supply operation are base-biased emitter feedback, voltage-divider emitter feedback, collector feedback, diode feedback, and active bias. All five are found in Class A and AB operation, while Class B and C amplifiers can implement other methods. Which bias circuit to adopt depends on the desired circuit costs, complexity, stability, and other considerations.

**Base-biased emitter feedback** (Fig. 3.61) works in the following way: The base resistor $R_B$, the 0.7-V base-to-emitter voltage drop $V_{BE}$, and the emitter resistor $R_E$ are all in series, in addition to being in parallel with the power supply ($V_{CC}$), as shown in Fig. 3.62. As the collector current $I_C$ increases because of a rise in the transistor’s temperature, the emitter current through the emitter resistor will also increase, which increases the voltage dropped across $R_E$. This action lowers the voltage that would normally be dropped across the base resistor, and, since the voltage drops around a closed loop must always equal the voltage rises, the reduction in voltage across $R_B$ decreases the base current, which then lowers the collector current. The capacitor $C_E$ located across $R_E$ bypasses the RF signal around the emitter resistor to stop excessive RF
gain degeneration in this circuit. The higher the voltage across $R_E$, the more temperature stable the amplifier, but the more power will be wasted in $R_E$ because of $V_E^2/R_E$ as well as the decreased AC signal gain if $R_E$ is not bypassed by a low-reactance capacitor. Standard values of $V_E$ for most HF (amateur band) designs are between 2 to 4 V to stabilize $\Delta V_{BE}$. However, UHF amplifiers and above will try to completely avoid emitter resistors.

One voltage source is also supplying all of the biasing required for the base-biased emitter feedback circuit for the proper operation of the NPN transistor, since $R_B$ and $R_C$ are accurately allocating the suitable voltages to both the collector and the base—with the appropriate polarity—through a single power supply. This is due to the following: The collector resistor, the collector-emitter junction, and the emitter resistor are all in series with each other, and share $V_{CC}$'s voltage. Thus, the collector-to-emitter voltage is equal to $V_{CC}$ minus the voltage drop across the collector and emitter resistors of $R_C$ and $R_E$, forcing the collector to be correctly reverse biased. The base circuit is also properly forward biased by the following action: The base resistor, the emitter-base junction, and the emitter resistor are in all series and share the $V_{CC}$ power supply's voltage. So, the voltage drop across $R_B$ will be equal to $V_{CC}$ minus the normal emitter-base voltage drop of 0.7 V and the voltage drop across the emitter resistor. And since the voltage drop across the emitter-base and the emitter resistor are kept relatively low, most of the power supply's voltage is dropped across $R_E$, properly forward biasing the transistor's base. In fact, the base current, and thus the collector current, can be increased by decreasing the value of the base resistor. However, because of the inclusion of the emitter resistor
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and the emitter resistor’s bypass capacitor $C_E$ and their small—but unavoidable—values of stray inductance, the base-biased emitter feedback circuit is not normally employed in microwave amplifiers; gain reduction and possibly instability problems are caused by these reactances.

One of the more common of the low-cost bias schemes, with a higher temperature stability than the above method, is the voltaage divider emitter feedback biasing circuit of Fig. 3.63. This circuit is temperature stable because the current through the voltage divider of $R_1$ and $R_2$ is significantly higher than the base current, and any rise in the device’s temperature, which will increase the base current, will not substantially vary the voltage across $R_2$, which is equal to the voltage at the base in respect to ground; thus maintaining a constant voltage from base to ground. In addition, just as in the base-biased emitter feedback discussed above, when the emitter current rises with an increase in the transistor’s junction temperature, the top of the emitter resistor will turn more positive. But as the base is always around 0.7 V more positive than the emitter itself, the base-emitter junction will now have an actual decrease in the voltage dropped across it when referenced to the common emitter lead, thus reducing $I_C$ to its desired amplitude.

For sensitive applications, we can go even further to increase temperature stabilization. The most common method is diode temperature compensation, shown in Fig. 3.64. Two diodes, $D_1$ and $D_2$, which are attached to the transistor’s heat sink or to the device itself, will carefully track the transistor’s
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**Figure 3.63** A voltage divider emitter feedback–biased C-E amplifier with current flow.
temperature changes. This is accomplished by the diode’s own decrease in its internal resistance with any increase in heat, which reduces the diode’s forward voltage drop, thus lowering the transistor’s base-emitter voltage, and diminishing any temperature-induced current increase in the BJT. Only one diode, or transistors or thermistors, may also be found in temperature compensation circuits for amplifiers.

A prevalent and very low cost biasing scheme for RF and microwave circuits, but with less thermal stability than above, is collector feedback bias. The circuit, as shown in Fig. 3.65, employs only two resistors and a transistor, and has very little lead inductance because of the emitter’s direct connection to ground. Its temperature bias stabilization functions thus: As the temperature increases, the transistor will start to conduct more current from the emitter to the collector. But the base resistor is directly connected to the transistor’s collector, and not to the top of the collector resistor as in the above biasing techniques, so any rise in $I_C$ permits more voltage to be dropped across the collector resistor. This forces less voltage to be dropped across the base resistor, which decreases the base current and, consequently, $I_C$.

The discussion on active bias can be found in “Class A active bias for microwave amplifiers” in Sec. 3.3.2.

FETs can utilize a common Class A biasing technique called source bias, a form of self-bias (Fig. 3.66). With field-effect transistors, unlike bipolar junction transistors, no gate current will flow with an input signal present; so the
drain current will always be equal to the source current. However, source current does flow through the source resistor $R_S$, creating a positive voltage at the top of this resistor. Now, since the common-source FET's source is shared by both the drain and the gate circuits, and the gate will always be at zero volts with respect to ground—since no gate current equals no voltage drop across $R_G$—the gate is now negative with respect to the common source. This allows the FET to be biased at its Class A, AB, or B $Q$ points, depending on the value chosen for $R_S$, while a capacitor can be inserted across $R_S$ to restrain the bias voltage to a steady DC value.

Figure 3.65  A common-emitter amplifier with collector feedback bias.

Figure 3.66  Class A source-biased FET amplifier.
For bipolar transistors, *Class C* amplifiers permit the use of three biasing techniques: *signal, external, and self-bias*. Nonetheless, the average Class C transistor amplifier is normally not given any bias whatsoever (Fig. 3.67), but in order to lower the chances of any BJT power device instability, the base should also be grounded through a low-$Q$ choke, with a ferrite bead on the base lead's grounded end (Fig. 3.68). All of these biasing techniques will still require

![Class C Amplifier Diagram](image1)

**Figure 3.67** A Class C amplifier showing lack of bias.

![Class C Power Amplifier with Ferrite Bead Diagram](image2)

**Figure 3.68** Class C power amplifier with ferrite bead on ground end of base lead.
a signal with a high amplitude to overcome the reverse or complete lack of bias at the Class C amplifier’s input.

Signal-bias (Fig. 3.69) actually makes use of the signal itself to obtain the negative bias required for Class C operation. When a strong signal reaches the input of the transistor it begins to conduct, charging up the series capacitor, \( C \). However, when the signal voltage does not possess the amplitude to turn on the transistor, or when the signal creates a reverse bias, \( C \) will then discharge through the shunt resistor, \( R \). When this discharge occurs, a negative potential will form at the top of \( R \), which produces the negative bias necessary for Class C operation of the amplifier. By manipulating the \( RC \) time constant of \( R \) and \( C \), we can increase the negative bias so much that only the highest peaks of the input signal will turn on the transistor.

A less common method is external-bias, shown in Fig. 3.70. This circuit uses a negative bias supply to bias the base and the standard positive supply for the collector circuit. The radio-frequency choke (RFC) acts as a high impedance for the RF signal so that it does not enter the bias supply.

Self-bias (Fig. 3.71) uses the emitter current to form a voltage drop across the emitter resistor and, because of the direction of the current flow from emitter to collector, makes the top of the emitter resistor positive. With the emitter positive, which is the common element, the base—being at DC ground through RFC—is now negative in respect to the emitter. This action creates Class C operation. The capacitor \( C_{re} \) placed across the emitter resistor, also has the same voltage across its terminals as \( R_{re} \) and stops the bias voltage from being affected by the signal’s amplitude swing.

Class B biasing is normally utilized only with push-pull amplifiers, such as that shown in Fig. 3.72, to obtain linear amplification characteristics.

![Figure 3.69 A Class C amplifier with signal bias.](Image)
scheme that biases the amplifiers at just above cutoff can be used for Class B operation, such as that shown in the push-pull amplifier circuit of Fig. 3.73 utilizing biasing *stabistors*. Stabistors are just two series diodes that maintain an even 0.7 V on each of the transistor’s emitter-base junctions, while also helping to protect against the destructive effect of thermal runaway. But for
nonlinear operation, Class B can employ single-ended amplifiers fed into high-
$Q$ tuned RF circuits, with any biasing arrangement that sets the transistor at
approximately 0.7 V above cutoff.

**Bias circuit considerations.** To reiterate some of the more important aspects
of high-frequency bias design: Any emitter bias resistor and emitter capaci-
tor can create low-frequency instability and bias oscillations, in addition to

![Figure 3.72](image1.png) A Class B push-pull amplifier.

![Figure 3.73](image2.png) A Class B push-pull amplifier stabilized with stabistors.
increasing the NF and decreasing the gain of the amplifier. This demands that high-frequency transistors have a directly grounded emitter lead, with no emitter feedback caused by lead wire inductance. A transistor bias circuit must not only supply bias voltages to the collector and to the base, but it must also control the effects of the amplifier’s temperature variations, since DC current gain, $h_{FE}$ ($\beta$, or $I_C/I_B$), of a transistor will increase by about 0.5 percent for every Celsius degree in an un-temperature-biased circuit, as demonstrated in Fig. 3.74. This graph shows the typical $h_{FE}$ versus temperature behavior of a standard silicon transistor. Moreover, RF transistors can change their $S_{21}$ (RF gain), stability, and NF quite dramatically as bias varies because of this temperature sensitivity. In fact, bias has a very large effect on all $S$ parameters, as evidenced by all *.S2P S-parameter files being taken at a certain collector-to-emitter voltage and collector current. This places special demands on LNAs, which must have a very stable bias arrangement so that NF is not degraded along with temperature. However, if the transistor is expected to operate only in slightly elevated room temperature environments, then relatively primitive temperature stabilization bias schemes are all that may be required for most LNAs and general RF amplifiers.

Looking further into amplifier temperature effects, and since the two transistor characteristics that have such a large consequence on its DC operating point over temperature are $\Delta V_{BE}$ and $\Delta \beta$, then any good temperature-stable bias design will obviously tend to decrease these variations, as discussed above. With normal transistors, changes in beta with temperature can be drastic, and will vary the $I_C$ by as much as ±25 percent for a temperature variation of ±50°C. In addition, part-to-part variations in $\beta$
for even a single transistor model can be of a 10-to-1 range, with $\beta$ variations of 40 to 400. Thus, in a manufacturing atmosphere, a way must be found to design an amplifier that ignores beta variations from transistor to transistor, as well as over temperature. The following formula can be adopted to calculate the change that can be expected in the $I_C$ of a transistor, and to give us an idea of a proper bias design that will stabilize these $\beta$ variations (refer to Fig. 3.75):

$$\Delta I_C = I_{C1} \left( \frac{\Delta \beta}{\beta_1 \beta_2} \right) \left( 1 + \frac{R_B}{R_E} \right)$$

where $I_{C1} = I_C$ (at $\beta = \beta_1$)
$\beta_1 = \beta_{\text{LOWEST}}$ expected of the transistor
$\beta_2 = \beta_{\text{MAX}}$ expected of the transistor
$R_B = R_1$ and $R_2$ in parallel
$R_E = \text{transistor’s emitter resistor value}$
$\Delta \beta = \beta_2 - \beta_1$

We can see that the entire domination over these beta variations, which affects $I_C$, is only in the ratio of $R_B/R_E$:

$$\frac{\left( \frac{R_1 R_2}{R_1 + R_2} \right)}{R_E}$$

Figure 3.75  Basic C-E circuit for bias stabilization calculation.
As this ratio decreases, the $\beta$ variations stabilize—but the gain of the amplifier will decrease. An $R_B/R_E$ ratio of 10 or less will usually give a very stable $\beta$ design.

Class A amplifiers with either inductor or $LC$ resonant tank collector loads (Fig. 3.76) are able to have a lower $V_{cc}$ and less power losses than circuits employing a resistive load at the collector. This is because the DC voltage drop across the collector load (the inductor) is at a very low value—equal to its DC resistance. Since the inductor or inductor/capacitor combination “forces” the average voltage to be approximately $V_{cc}$ at the transistor’s collector—instead of half the $V_{cc}$ when a collector resistor is used—the RF will swing $1V_{cc}$ above this average $V_{cc}$ value present at the collector down to approximately 0 V. This effectively doubles the voltage at the output of the transistor.

In designing small signal amplifiers, the collector current does not necessarily have to be at the middle of the transistor’s $I_{C\text{MAX}}$, as it will be amplifying only low signal levels. The $I_C$ can be chosen to be in the most linear part of its characteristic curve, and at a low enough amplitude that DC power dissipation is at a minimum; but not so low that any RF signal will be too near cutoff, or at excess distortion levels, or where the stage gain will suffer. However, most $I_C$ values, as well as $V_{CE}$ values, will be chosen to conform to the S-parameter files available for ease of design and simulation.

It must be kept in mind that after calculating the matching network for an amplifier with the existing S parameters, we must also calculate the bias components with the very same $V_{CE}$ and $I_C$ that were used to originally measure these S parameters, and as are shown in the *.S2P file, or the active device’s impedances will not be correct, since $Z_{IN}/Z_{OUT}$ varies with changes in $I_C$ and $V_{CE}$.
Some lower-frequency RF amplifiers will split the single emitter feedback resistor into two emitter resistors (Fig. 3.77), with only one of these resistors having an AC capacitor bypass, while the other one is providing constant degenerative feedback to enhance amplifier stability, reducing the chance of oscillations. This also allows the designer to solidly set the gain, irrespective of the transistor’s varying batch-to-batch gain tolerances, to:

\[
20 \log \left( \frac{R_C}{R_4} \right) = \text{gain in dB}
\]

**Buffer amplifiers.** A buffer amplifier is designed to isolate the load from the source, which makes a high \( S_{12} \) (isolation) and a high \( S_{11} \) and \( S_{22} \) (return loss) important for a good, nonreflective match. Typically the buffer will be placed between an LO and its mixer (Fig. 3.78), preventing the LO frequency from being affected by a poor match at the mixer’s port, as well as supplying some additional gain (many buffers, however, may have little or no gain). Some buffer amplifiers will have a high \( Z_{IN} \), and are adopted mainly to block the loading of the output of an oscillator. An ordinary buffer may have an \( S_{12} \) of –20 to –50 dB, and an \( S_{11} \) of –10 to –20 dB. High-isolation MMICs, instead of discrete components, are sometimes appropriate in this isolation buffer role.

### 3.3.2 Bias designs

There are many different ways to bias an amplifier, depending on the required temperature stability, efficiency, costs, active device, power output, linearity, etc.

---

**Figure 3.77** Split emitter feedback for bias and gain stabilization.
The following are the most popular bias circuits and design methods. In order to form a complete amplifier, input and output matching, including the decoupling/bypass capacitors and inductors, as well as the coupling capacitors, is all that is required. These concepts are all discussed in the appropriate sections.

**Class A highly temperature stable diode BJT amplifier for HF and below (Fig. 3.79):**

1. Choose the transistor’s operating point. Example: $V_{CC} = 12 \, \text{V}; I_C = 10 \, \text{mA}; V_C = 6 \, \text{V}; \beta = 50$. ($I_C$ and $V_C$ should be the same as the available $S$-parameter files for the active device, as found in *.S2P format.)

2. $R_1 = R_2 = 10 \, \text{kilohms}$

3. $V_B = \left(\frac{R_2}{R_1 + R_2}\right)(V_{CC} - 2V_F) + 2V_F \quad (V_F \approx V_{BE} \approx 0.65 \, \text{V})$

4. $R_E = \frac{I_E}{V_B - V_{BE}} = \left(\frac{R_2}{R_1 + R_2}\right)\frac{I_E}{V_{CC}} \quad (I_E \approx I_C)$

5. $V_C = \frac{V_{CC}}{2}$

6. $R_C = \frac{V_{CC} - V_C}{I_C}$

7. $V_F = 0.7 \, \text{V}$

**Class A HF, VHF, UHF temperature-stable BJT amplifier design (Fig. 3.80):**

1. Choose the transistor’s operating point. Example: $V_{CC} = 12 \, \text{V}; I_C = 10 \, \text{mA}; V_C = 6 \, \text{V}; \beta = 50$. ($I_C$ and $V_C$ should be the same as the available $S$-parameter files for the active device, as found in *.S2P format.)

2. Use a value for $V_{BB}$ and $I_{BB}$ to supply a constant stabilizing current ($I_B$): $V_{BB} = 2 \, \text{V}; I_{BB} = 1 \, \text{mA}$
Figure 3.79 Class A diode-temperature-stabilized amplifier for bias calculations.

Figure 3.80 Class A HF, VHF, and UHF moderately stable amplifier design with voltage feedback.
To design a Class A or AB HF temperature-stable amplifier (Fig. 3.81):

1. Select the operating point of the transistor: \( V_{CC} = 12 \, V \); \( \beta = 50 \); \( V_C = 6 \, V \); \( I_C = 10 \, mA \). (\( I_C \) and \( V_C \) should be the same as the available S-parameter files for the active device, as found in *.S2P format.)

2. Give a \( V_E \) value of 2 V for bias temperature stability.

3. Give \( I_E \approx I_C \) for typical or higher \( \beta \) transistors.

4. Calculate \( R_E = V_E/I_E \)

5. Calculate \( R_C = \frac{V_{CC} - V_C}{I_C} \)

Figure 3.81  A low-frequency Class A amplifier for bias design example.
6. Calculate $I_B = I_C / \beta$

7. Calculate $V_{BB} = V_E + V_{BE}$

8. Give a value for $I_{BB}$ of 1.5 mA. (The larger in value $I_{BB}$ is, the more improved will be the stability, but power dissipation increases.)

9. Calculate $R_1 = V_{BB} / I_{BB}$

10. Calculate $R_2 = \frac{V_{CC} - V_{BB}}{I_{BB} + I_B}$

11. $X_{CE} < 1$ ohm

To design a moderately temperature stable collector feedback Class A or AB amplifier for HF, VHF, UHF and above (Fig. 3.82):

1. Select a $Q$ point for the transistor, such as: $I_C = 10$ mA; $V_{CC} = 12$ V; $\beta = 50$; $V_C = 6$ V. ($I_C$ and $V_C$ should be the same as the available $S$-parameter files for the active device, as found in *.S2P format.)

2. Calculate $I_B = I_C / \beta$

3. Calculate $R_F = \beta \left( \frac{V_C - 0.7}{I_C} \right)$

4. Calculate $R_C = \frac{V_{CC} - V_C}{I_B + I_C}$

![Figure 3.82](image) A Class A high-frequency amplifier.
5. $X_{CB} = X_{CC} < 1 \text{ ohm}$

Alternatively:

1. Select a $V_{CE}$ of $V_{CC}/2$ and an $I_C$ that is shown by the data sheets to be at a maximum gain, NF, or P1dB. Or choose a $V_{CE}$ and an $I_C$ that are the same as in the $S$-parameter file available for the active device. (Do not confuse $V_{CE}$ in $S$-parameter calculations with $V_{CC}$. $V_{CC}$ can be as high as desired, but $V_{CE}$ must be as stated in the $S$-parameter file available for the chosen device for accurate design or simulations.)

2. Calculate $R_C = \frac{V_{CC} - V_{CE}}{I_C}$

3. Calculate $R_F = \beta \left( \frac{V_{CE} - 0.6}{I_C} \right)$

4. $X_{CB} = X_{CC} < 1 \text{ ohm}$

**Class A common-collector buffer amplifier (Figs. 3.83 and 3.84):**

1. Do not overdrive buffer: 0.3 V RMS maximum input.
2. $I_e \approx 5 \text{ mA}$ (10 mA for more-linear output)
3. $V_e = V_{ce} = 0.5V_{CC}$

![Figure 3.83](image-url)  
A common-collector buffer circuit.
Figure 3.84  Another common-collector buffer circuit.

4. \( R_e = \frac{V_{CC} - V_e}{I_e} \)

5. \( V_b = V_e - 0.6 \)

6. \( R_2 = \frac{\beta V_b}{10 I_e} \)

7. \( R_1 = \frac{\beta(V_{CC} - V_b)}{11 I_e} \)

8. \( C_c = 1/2 \pi f \)

9. \( Z_{IN} \approx R_e \times h_{fe} \)

10. \( Z_{OUT} \approx 5 \text{ ohms} \) or \( R_{OUT} \approx \frac{R_S}{\beta + 1} \) or \( Z_{OUT} \approx \left(h_{lb} + R_b \| R_S \right) \| R_e \)

where \( R_b = \frac{R_1 R_2}{R_1 + R_2} \)
\[ h_{ib} = \frac{0.025}{I_e} \]
\[ R_S = \text{output impedance of the source} \]
\[ L_1, C_1 = \text{match to 50 ohms} \]

**Class A active bias for microwave amplifiers.** Both the lumped amplifier of Fig. 3.85 and the distributed amplifier of Fig. 3.86 can function as linear Class A amplifiers. They can perform with high temperature stability without the assistance of the gain-reducing and stability-robbing emitter resistor. (The emitter resistor possesses a small value of inductance, which is a big problem in amplifier applications at high VHF and above.) No bias resistors are required because of the inclusion of the DC active bias circuit of Fig. 3.87, which includes a PNP biasing transistor and its associated diode. Figures 3.88 and 3.89 show the completed and biased amplifiers, both lumped and distributed.

To design the active biasing network of Fig. 3.87 for a high-frequency Class A lumped or distributed amplifier:

1. Select an \( I_D \) through the diode of 2 mA.
2. Select an appropriate \( I_c \) for Class A bias of the RF transistor amplifier of Fig. 3.85 or 3.86.
3. Select a \( V_{CC} \) for the active bias network that is approximately 2 or 3 V greater than the \( V_{CE} \) required for the RF transistor of Fig. 3.85 or 3.86.
4. Select an RFC for the active bias circuit with an appropriate self-resonant frequency (SRF) that is greater than the frequency of operation.
5. Select both a silicon PNP transistor with a \( \beta \) of at least 30 (a PNP is used so that the \( V_{CC} \) may be a positive voltage) and a low-frequency silicon diode.

![Figure 3.85](image-url)  
*Class A lumped linear amplifier without bias circuit.*
Figure 3.86  Class A distributed linear amplifier without bias circuit.

Figure 3.87  Class A active bias circuit.
Figure 3.88  Class A lumped linear amplifier with active bias.

6. \( R_1 = \frac{+V_{CC} - V_{CE}}{I_D} \)

7. \( R_3 = \frac{+V_{CC} - V_{CE}}{I_C} \)

8. \( R_2 = \frac{V_{CE} - 0.7}{I_D} \)

9. \( R_4 = \frac{\beta_{MIN} V_{CE} - 1}{I_C} \)

10. The collector current of the biased device will be
11. The collector-to-emitter voltage of the biased device will be

\[ V_{CE} = V_{CC} - I_C R_3 \]

12. \( C_B = <1 \text{ ohm} \)

**JFET self-bias common-source Class A amplifier for VHF and below (Fig. 3.90)**

1. Select a \( V_{dd} \) and an appropriate \( V_{gs} \) for Class A operation from the data sheet for the JFET selected, and note the \( I_d \) for this chosen \( V_{gs} \).
2. Compute \( R_S = \frac{V_{gs}}{I_d} \).
3. Select a \( V_{ds} \) of \((\frac{V_{dd}}{2}) - 2V_{gs})/2\) for a \( V_d \) of \( V_{dd}/2 \).
4. Calculate \( R_d = (V_{dd} - V_{ds} - V_{gs})/I_d \) (If \( R_d \) computes to lower than 1 kilohm, an RFC must be used between the top of \( R_d \) and the \( V_{dd} \) in order to sustain a minimum RF impedance into the power supply.)
5. Place a high-impedance RFC (with an appropriate SRF) or a high-value resistor (1 megohm) from the FET's gate to ground.
6. \( C_C < 1 \) ohm.
7. Add bypass capacitor \( C_S \) to increase the gain of the amplifier.

Note: Always confirm that the FET will safely dissipate the power required, which is \( P = I_{dd} V_{ds} \).

Since \( V_{gs} \) for a specific \( I_d \) is not always available, use the following equation to find \( V_{gs} \) when \( I_{dss} \) and \( V_p \) are known (look in the JFET data sheet for \( I_{dss} \) and \( V_p \)):

\[
V_{gs} = V_p \left( 1 - \sqrt{\frac{I_d}{I_{dss}}} \right) \quad (V_p = V_{gs(off)} \text{ and } V_s = -V_{gs})
\]

The \( I_d \) and \( V_{gs} \) will normally be chosen as a duplicate of the values used in any available \( S \)-parameter file for the device to be modeled. In fact, many manufacturers of FETs will have \( S \) parameters that are taken at different val-
ues of $V_{ds}$ and $I_d$. The $I_d$ can be quoted as a percent of $I_{dss}$—the maximum $I_d$—such as “50 percent of $I_{dss}$,” which would work well for Class A bias.

**JFET HF Class A stable amplifier (Fig. 3.91)**

1. Select a $Q$ point ($V_{dd'} I_{d'} V_d = V_{dd}/2$).
2. Calculate

$$R_d = \frac{V_{dd} - V_d}{I_d}$$

where

$$I_d = I_{dss} \left(1 - \frac{V_{gs}}{V_p}\right)^2$$

3. Find $V_p$ and $I_{dss}$ from data sheet.
4. Calculate

$$V_{gs} = V_p \left(1 - \sqrt{\frac{I_d}{I_{dss}}} \right)$$

5. Select $V_s$ to be 2 or 3 V.
6. Calculate $R_s = V_s / I_d$.

![Figure 3.91](image-url) A low-frequency Class A JFET bias circuit.
7. Calculate $V_g = V_{gs} + V_s$.

8. Use an $R_1$ value of 220 kilohms (this affects the DC input resistance).

9. Calculate

$$R_2 = \frac{R_1 (V_{dd} - V_g)}{V_g}$$

**Note:** The $I_d$ and $V_{ds}$ will usually be chosen as a duplicate of the values used in any available S-parameter file for the device to be modeled. In fact, many manufacturers of FETs will have available S parameters taken at different values of $V_{ds}$ and $I_d$. ($I_d$ is usually quoted as a percent of $I_{dss}$—the maximum $I_d$—such as “50 percent of $I_{dss}$,” which would work well for Class A bias.)

**Bias design of a BJT Class C power amplifier (Fig. 3.92).** Since the average silicon transistor will naturally run in Class C mode if no base bias at all is supplied, the bias network for such an amplifier is quite simple, as shown in Fig. 3.92. In order to minimize the chances of instability, the base of this BJT Class C amplifier should be grounded through a low-Q choke. A ferrite bead that is operational at the frequencies of interest should be attached to the ground end of the base lead.

![Figure 3.92](image-url)
General Bias Notes

1. Utilization of an emitter resistor is avoided at VHF and above because its small inductance would create instability and decrease gain. A stripline opposed emitter (SOE) transistor package helps minimize this inductive effect in the transistor’s leads themselves. However, some series lead inductance will improve stability at lower frequencies. For instance, at 2 GHz an inductance of up to 2 nH is good, but this value is usually present on the bare emitter leads and the plated via hole to ground anyway.

2. The collector-to-base breakdown voltage of a transistor should be chosen to be about 3 times its $V_{CC}$.

3. $S_{21}$ will fall at 6 dB/octave in any active device, which translates into high gain at low frequencies. This can mean low-frequency instability, necessitating a gain flattening network in the transistor’s base circuit (See “Gain Flattening” in Sec. 3.2.2).

3.4 MMICs

3.4.1 Introduction

MMICs are monolithic microwave integrated circuits, typically containing a 50-ohm small-signal amplifier that requires very few support components for biasing, and none for impedance matching.

Figure 3.93 illustrates a very common MMIC package, with integral microstrip leads, for high-frequency operation. Some MMICs may have a separate DC power input pin on the package itself, which may be of the eight-pin dual in-line package (DIP) variety.

Even though a majority of amplifier MMICs are unconditionally stable, it is wise not to assume that all MMICs are. However, the manufacturer will usually warn you if the amplifier is potentially unstable, even if the warning is in small print at the bottom of the data sheet.

Taking the example of a high-quality and stable MMIC in the Agilent INA series of RFIC gain blocks, the internal structure is as shown in Fig. 3.94. This Agilent design employs a single transistor driving a Darlington pair, with a...
small resistive feedback to set the RF parameters. The single transistor has only a small amount of negative feedback for low-noise performance, with high gain into the DC coupled input of the Darlington pair. The Darlington pair has strong degenerative feedback, and sets the gain and matching of the RFIC, as well as the gain flatness.

3.4.2 MMIC biasing

The current-biased MMIC (by far the most common type), will attempt to draw more current as the temperature rises. To preserve a MMIC’s drain current \( I_d \) so that its Q-point bias does not vary with temperature or large input signals, the DC bias circuitry consisting of \( R_{\text{BIAS}} \), Fig. 3.95) must maintain a constant \( I_d \) to the MMIC under all conditions. This bias stabilization will lower the MMIC’s DC voltage \( V_d \) with higher device temperatures, and increase the voltage with lower device temperatures, thus preventing the bias current from decreasing or from increasing to a level that can actually destroy the MMIC. Either way, changes in \( I_d \) will also vary both the gain and the P1dB of the device. However, the \( R_{\text{BIAS}} \) in the DC bias line will drop more of the MMIC’s \( V_d \) voltage from the \( V_{\text{CC}} \) supply (since \( V = IR \)), which decreases \( V_d \) and, consequently, the MMIC’s bias current to the desired levels. Since the effectiveness of this temperature bias control is dependent on the voltage drop across \( R_{\text{BIAS}} \), a value of up to 4 V may be required for proper stabilization over a temperature range of \(-25^\circ\text{C}\) to \(+100^\circ\text{C}\). By using a higher value resistance of \( R_{\text{BIAS}} \) along with a higher supply voltage, stabilization is improved. Nevertheless, \( R_{\text{BIAS}} \) should not have such
poor temperature stability that it varies its resistance dramatically over temperature. Carbon composite resistors are recommended because of their small resistance variation over wide temperature extremes.

If the $R_{BIAS}$ does not add up to 500 ohms or more, then the gain of the MMIC stage will suffer. This is because all power supplies are virtually a short circuit to RF, and $R_{BIAS}$ decreases this gain “shorting” effect on the output of the MMIC by being at a high value. However, if $R_{BIAS}$ does not compute to be at or over 500 ohms (and it rarely is), then an RFC should be added to increase the output to this value, or $R_{BIAS} + X_L \geq 500$ ohms.

$R_{BIAS}$, since it drops the excess voltage from $V_{CC}$, also smooths out any voltage fluctuations to the MMIC—which would cause an unstable bias point—by acting almost as a constant current source. In addition, the added RFC blocks most of the RF from entering the bias $V_{CC}$ line by behaving as a high impedance to the RF, while the two $C_B$’s bypass any extraneous RF to ground.

The manufacturer’s approved DC bias current for the MMIC should be followed closely because of problems with decreased gain and improper matching at lower $I_d$ levels, and device damage at higher $I_d$ levels:

$$I_d = \left( \frac{V_{CC} - V_d}{R_{BIAS}} \right)$$

Agilent, through empirical studies, recommends placing $R_{BIAS}$ at the output to the MMIC, followed by the RFC for improved performance. The bypass capacitors, of course, should always be placed after the RFC, and not before, or the RF gain will decrease severely.

Figure 3.95  Standard MMIC gain block with biasing.
MMIC biasing procedure (Fig. 3.95)

1. Choose a $V_{cc}$ that will allow at least 2 V, and preferably 4 V, to be dropped across $R_{BIAS}$ for stability, while also supplying the MMIC with the proper $V_d$ level. If $R_{BIAS}$ does not reach 500 ohms, use an RFC for a combined impedance of 500 ohms for both $R_{BIAS}$ and the RFC:

$$R_{BIAS} = \frac{V_{cc} - V_d}{I_d}$$

where $V_d =$ DC voltage at the MMIC’s power pin  
$I_d =$ DC current into the MMIC’s power pin  
$V_{cc} =$ power supply voltage.

2. Check the power dissipation within the bias resistor $R_{BIAS}$ to allow for the appropriate safety headroom of at least double the calculated $R_{BIAS}$ wattage, or $P = 2 (I_d^2 R)$

3. Use coupling capacitors at the MMIC’s input and output as described in Sec. 3.4.3, “MMIC Coupling and Decoupling.”

As mentioned above, most MMIC amplifiers’ gain is moderately affected by a change in $I_d$. By looking at the $I_d$ versus $S_{21}$ (dB) curves for a particular device, this susceptibility can readily be seen. This also offers a way, with these particular amplifiers, to operate them as variable-gain amplifiers (VGAs)—as long as stability is not adversely affected. Gain variations of 5 to 15 dB are possible, depending on the MMIC, by varying $I_d$ through an AGC circuit. A MMIC should be used as a VGA only for low-level signals, since the P1dB will also decrease along with the $I_d$ and gain of the MMIC. The exact value of the gain variations obtained will differ slightly with the input frequency.

The above describes biasing and operation of the most prevalent MMIC, the current-biased MMIC. However, some MMICs, such as Agilent’s MGA-85563 LNA MMIC (Fig. 3.96), are voltage-biased. This type of MMIC operates quite well when only low values of $V_{cc}$ are available (since no $R_{BIAS}$ is required) at low current draw levels. This makes it perfect for portable battery-powered applications.

Some MMICs can be adopted to limit output signal amplitudes for modulations that employ a constant modulation envelope, like common FM. A MMIC with a hard saturating characteristic, as well as high gain, is required for this application—such as the INA series of MMICs. Since almost all MMICs will vary in both gain and saturation level, depending on bias current draw, the bias point of these MMIC limiters must not be allowed to vary with large RF drive transitions, and the factory-recommended bias current levels should be maintained to limit harmonic output. Maintaining this constant bias point in limiter applications can best be accomplished by using the biasing circuit as shown in Agilent’s Application Note AN-S003.
3.4.3 MMIC coupling and decoupling

Coupling and decoupling is just as important in MMICs as in discrete amplifier circuit design. As shown in Fig. 3.95, two $C_c$'s are utilized at both the input and output of the MMIC to block DC from reaching any other devices—which would disrupt the biasing of the next stage, or just be shorted to ground—while coupling RF with no voltage drop. The capacitors are typically chosen to supply 1 ohm or less $X_c$ at the lowest frequency to be passed, while the highest frequency should not be close to the capacitor’s parallel resonant frequency. In fact, for narrow frequency use, the capacitor’s own series-resonant frequency is sometimes chosen to be the same as the amplifier’s signal frequency, thus allowing lower value capacitors to be selected for microwave coupling, while also minimizing undesired lower frequencies from passing to the next stage.

Any RF allowed to enter the bias power supply can cause various circuit instabilities throughout a system. To decouple, or stop, AC from entering the supply (while permitting DC an unimpeded flow) we can use the RFC and the $C_B$ of Fig. 3.95. Normally more than one value of $C_B$ will be selected, as shown, so that a wide band of frequencies will be blocked (shunted to ground), while also filtering any power supply ripple or electromagnetic interference (EMI) from entering the MMIC stage itself.

As stated, it is quite important that decoupling and coupling capacitors not be near their parallel-resonant mode, or they will act as a high impedance to RF instead of as an RF short, while the decoupling inductors should not be
close to any series-resonant modes, or they will begin to function as short circuits, and not as high impedances.

When a MMIC (or discrete) amplifier must be capable of operating properly across a very wide bandwidth, then two RFCs may be required in its decoupling circuit (Fig. 3.97). A low-impedance coil ($L_1$) that functions suitably at very high frequencies—without hitting any series resonances—and a high-impedance coil ($L_2$) used to block the lower frequencies. The high-impedance coil will begin to lose its ability to block the upper frequencies of the passband because of its inherently elevated turn-to-turn capacitance in this large, low-frequency coil. In fact, at high frequencies, this high-impedance coil begins to look more like a short. The smaller-value, but much higher frequency, coil ($L_2$) now takes over. An added bypass capacitor ($C$) to ground may also be placed between the large coil and ground to further decouple any RF into the supply. These precautions will allow a very wide passband to maintain a relatively flat gain over frequency.

3.4.4 A MMIC amplifier circuit

The Agilent (HP) voltage-biased MGA-85563, shown in Fig. 3.96, is capable of operation from 800 MHz to 5.8 GHz, with a $V_{CC}$ of 3 V at 15 mA and an NF of approximately 1.6 dB. It has 18 dB of gain with unconditional stability.

Looking at the MGA-85563 circuit, we find at the RF input a DC blocking capacitor, $C_c$—required only if DC is present at the input from the prior stage. The inductor $L_{\text{match}}$ is chosen to cancel the natural capacitive reactance of the device’s input to supply a $50 + j0$ input. However, the match should actually be chosen to give optimum source impedance for the lowest NF if the MMIC
will be used in receiver front-end applications. For optimum NF, some simulation runs and tweaking on the prototype board are usually required for any matching network. Agilent’s recommended $L_{\text{match}}$ value for 800 MHz is 22 nH, 900 MHz is 18 nH, 1.5 GHz is 8.2 nH, 1.9 GHz is 5.6 nH, and 2.4 GHz is 2.7 nH. Above 3 GHz no inductor is required. The RF output of the MGA-85563 is 50 ohms, so no matching network is required at this port. Pin 6 outputs the RF through the DC blocking capacitor $C_G$, while the DC (voltage-based) bias is also injected into pin 6. The RFC blocks the RF from entering $V_{CC}$ and the two capacitors $C_B$ bypass any RF that makes it through the RFC, while also filtering power supply EMI from entering the MMIC. Pin 4 of the MGA-85563 can be utilized to increase the IP3 at the RF output by increasing the MMIC’s bias current from its normal 15 mA up to 35 mA. Since this mode obviously consumes more current, it is employed only when higher output powers are required. With pin 4 left floating, the device will have an IP3 of +12 dBm, while an $R_b$ of 15 ohms will cause an $I_d$ of 30 mA and raise the IP3 to +17 dBm.

3.4.5 MMIC layout

In most MMIC and RFIC layouts, it is normally undesirable to tie all the ground pins together to a single through-hole via to the ground plane, particularly if the ground pins are separated by any distance. This is because the feedback from one internal stage to another creates instabilities within the MMIC itself. Since most MMICs have at least two internal amplification stages, direct grounding by the shortest route possible is vitally important to prevent not only MMIC instability but also undesirable frequency gain peaking, as well as decreased input return loss caused by high impedance ground loops between these various internal amplifier stages, causing regenerative feedback. In addition, at microwave frequencies, it is always advisable to use more than one ground via in order to lower the inductance to ground (Fig. 3.98); and with a single via as close to each ground pin as possible.

When laying out a printed circuit board (PCB) for a MMIC, lead lengths should be kept as short as possible to minimize lead inductance, especially when operating above 1 GHz. Also, depending on the PCB’s dielectric constant and its thickness, the 50-ohm microstrip that will interface with the MMIC
may not be the same width as the MMIC lead itself. This will form step discontinuities at the MMIC's input and output ports, creating 0.01 to 0.2 nH of added series inductance. These step discontinuities can be minimized by tapering the wider microstrip rapidly down to the narrower width of the MMIC lead (Fig. 3.99). To minimize undesired inductance to the ground plane, the MMIC's ground leads are placed directly over the PCB's through-hole vias, as long ground leads lower gain and result in a poor P1dB. As a matter of proper microwave and RF design, all grounds on the top side of the board should lead directly to the bottom ground plane by the shortest possible route—which is almost always through a direct through-hole via. In fact, some high-frequency MMICs are so sensitive to this effect that substrates of not thicker than 32 mils are recommended in order to lessen the inductive properties of even a simple via. This is because a via passing through a 32-mil board can have an inductance of approximately 0.15 nH, while vias through a 62-mil board may have up to 0.5 nH of damaging inductance.

3.5 Wideband Amplifiers

3.5.1 Introduction

A wideband MMIC or discrete amplifier is designed to have an extremely broad band of frequencies that it can pass with flat gain and (preferably) a decent return loss response—along with perfect stability.

In order to properly design a discrete wideband RF amplifier we must suppress the lower frequencies, where the gain is the highest (Fig. 3.100a). One way to do this is by giving these frequencies a poor impedance match, while with the higher frequencies—where the gain is much less—we can give a perfect match. This will flatten the gain of the amplifier (Fig. 3.100b), but will not

![Figure 3.99](image-url) Proper board layout for an MMIC as seen from top of PCB.
provide a high return loss at all frequencies. In other words, matching the transistor at high frequencies will supply more gain at these frequencies, while mismatching at the lower end of the spectrum will decrease the gain at these frequencies because of mismatch losses. However, stability is always of prime importance; since we now have various impedance mismatches across a wide bandpass—and also at frequencies both below and above the bandwidth

Figure 3.100  Gain flattening of an RF amplifier: (a) not compensated; (b) compensated.
of the amplifier—we want to be assured of stability at all frequencies. We can do this by checking with our S parameters that the small-signal active device will be unconditionally stable at all frequencies that are plotted within that particular S-parameter file. This, however, will not include the very lowest of frequencies, which are far below the measurements of most S-parameter files.

Huge instability problems internal to the amplifier can occur at frequencies between 1 and 20 MHz, where the transistor’s gain can be as high as 40 dB. This is mainly a problem with power amplifiers, but this high gain—combined with even the slightest of internal or external in-phase feedback to the base—will be an obvious recipe for oscillations. These oscillations are viewable on a spectrum analyzer as a single carrier surrounded by sidebands; with the injected carrier modulated by the low-frequency oscillations. So, we must find a way to lessen either the gain or the feedback—or both—of the power amplifier at these lower frequencies. Two helpful methods of accomplishing this are to choose a transistor with a low $h_{FE}$ and to use the lowest value of collector choke that will still supply a virtual short circuit for low-frequency AC, but a virtual open circuit to RF (Fig. 3.101). The inductor itself should be paralleled by a low-value resistor of 330 to 560 ohms for de-Qing purposes and preventing parasitic oscillations. A high-value capacitor must be attached to the top of the choke to send any of these low frequencies to ground through the very low capacitive reactance.

Another extremely potent method of decreasing low-frequency gain that is especially suitable for wideband power amplifiers is to use negative feedback (Fig. 3.102). The capacitor ($C$) in this circuit is adopted to block the DC bias, while easily allowing the dangerous low-frequency AC to pass back to the base. The resistor ($R$) element controls the amount of feedback to the base, and can
be found empirically (50 to 500 ohms will be the normally employed value). The inductor \((L)\) is the important component that actually controls the feedback. It functions by having a very high reactance to the amplifier’s desired frequencies, so it will not permit degenerative feedback that would lower the gain levels at these higher frequencies. However, as the frequency is decreased, the reactance of the inductor will, of course, decrease. This increases the level of degenerative feedback to the base, decreasing the gain of any low-frequency signals. Feedback of any kind may sound dangerous, but a common emitter amplifier will have a perfect 180 degree phase shift at its lower frequencies of operation \((<f_p)\), thus assuring that regenerative, or oscillatory, feedback will not occur. The only caution would be to confirm that the inductor is capable of blocking the RF at its highest frequency, and not allow the RF to pass through because of parasitic capacitances within this choke.

But if we keep in mind that almost any amplifier will be completely stable if all of the frequencies it is passing can see a perfect 50-ohm resistive impedance at both its input and output (a difficult objective with power amplifiers), then we can use this knowledge to our advantage. Excellent stability—even at frequencies above or below our interests—can be assured by supplying the transistor with a good 50-ohm source and load. This can be in the form of a 51-ohm load resistor that will be seen only by the unnecessary lower frequencies through a one-pole low-pass filter, or by the use of a diplexer, or by employing a 1- or 2-dB 50-ohm pad at the amplifier’s output.

Another viable technique to design stable wideband amplifiers is by using resistive components to match an amplifier over its entire bandwidth (Fig. 3.103). However, this technique has a large disadvantage of producing much lower gain compared to the typical \(LC\) matching method, with less reverse isolation and a higher noise figure. Its greatest advantage is that it has a very
wide bandwidth, with a decent return loss, and much increased stability. As shown, $L_p$ is a peaking coil that decreases the negative feedback at higher frequencies, holding up the gain of the amplifier just as it begins to fall. But the insertion loss will not be quite as good at these peaked frequencies. This design is referred to as a resistive negative feedback amplifier, and can be utilized at almost any frequency, but is more common at 600 MHz and below, where gain is inexpensive.

Another technique to increase high-frequency gain while maintaining a flat, wide bandwidth is to use a low value of bypass capacitor in parallel with the amplifier’s emitter resistor. This will increase the emitter resistor’s degenerative feedback as the frequency is decreased, leveling out the gain. The application of emitter components of any kind is viable only at 2 GHz and below because of the stability-robbing presence of their added lead inductance.

### 3.5.2 Design of wideband amplifiers

Design of wideband $LC$ matching networks for amplifiers is covered in detail in Sec. 3.1.4, “Matching networks.”

The type of resistive ultrawideband amplifier discussed above (Fig. 3.103) can initially be designed by the following formulas. It will need to be extensively optimized, however, within a CAD program, and physically tweaked on the PCB, to obtain an almost perfect 50-ohm match across a wide bandwidth.
1. \[ R_{\text{BIAS}} = \frac{V_{CC} - V_{C}}{I_C} \]

2. Choose \( R_e \) to be between 5 and 10 ohms (the higher the \( R_e \), the less gain).

3. \[ R_f = \frac{Z_0^2}{R_e} \]

4. \[ Z_0 = \sqrt{R_f R_e} \]

5. \[ X_{LP} \approx \frac{R_f}{8} \text{ at } f_{\text{MAX}} \]

6. \[ L_p = \frac{X_{LP}}{2\pi f} \]

7. \[ V_{\text{GAIN}} = 20 \log_{10} \left( \frac{R_f - R_e}{50 + R_e} \right) \quad \text{(in a 50-ohm system)} \]

### 3.6 Parallel Amplifier

#### 3.6.1 Introduction

Single-ended amplifier configurations cannot always supply us with all of the power we may need for certain applications, for we may require up to several hundred watts of output power. This can be accomplished with RF parallel amplifiers (Fig. 3.104).

With parallel amplifiers, each transistor is on or off at the same time, unlike push-pull, which sequentially distributes the power back and forth for equal, but alternating, time periods.

Since the output current of the parallel circuit is shared evenly between the transistors (when perfectly matched), this will double the power handling

![Figure 3.104](image_url) A parallel amplifier circuit without bias components.
capabilities \( (P = IE) \) compared to a single-ended amplifier configuration. Parallel amplifiers allow the entire parallel circuit to function as if it were a single high-power transistor, at any bias desired (Class A, AB, B, and C). Figure 3.105 demonstrates a complete parallel circuit, with impedance matching, biasing, and filtering. Parallel amplifier circuits must have excellently matched active devices, and their input and output capacitances will also be double that of a single device—which can be problematic with high-frequency operation.

Gain will stay the same whether a single power amplifier or a parallel power amplifier configuration is used. The advantage of paralleling amplifiers is that the output power capability (P1dB) will increase by 3 dB for two amplifiers (Fig. 3.106), and by 6 dB for four amplifiers. However, the input drive power into these paralleled stages must also increase to take advantage of this attribute.

The input and output impedances of the combined amplifiers will decrease as more devices are paralleled. With 50-ohm MMICs, the \( Z_{IN} \) and \( Z_{OUT} \) of the total paralleled stages can be computed by \( 50/N \), with \( N \) being the number of amplifiers in parallel. A matching network for the MMICs would therefore be necessary if we must match them into a 50-ohm system, or gain would suffer.

![A parallel power amplifier with bias components.](image_url)
As stated, paralleling two MMICs will increase their P1dB by 3 dB as compared to a single device, and Fig. 3.107 shows a recommended circuit for such a two-MMIC setup. This design maintains the MMICs’ input and output impedances by using a lumped Wilkinson power divider/combiner network, along with a single DC bias line. The Wilkinson network, unfortunately, will also make the amplifiers much more narrowband. And, since MMICs are not always completely resistive, some tuning out of the small MMIC reactances may be needed by the tweaking of $C_1$ and $C_6$ to peak the gain at the desired frequency of operation.

Since directly paralleling discrete high-frequency power transistors makes their already very low input/output impedances even lower, effective low-loss matching can become a problem. With these types of discrete designs, it is better to first match each active device first, preferably to 100 ohms in a $2 \times 100$ parallel amplifier, and then directly combine, as shown in Fig. 3.105. Or, match each active device to 50 ohms, and then utilize the combiner of Fig. 3.107 to blend the single amplifiers into a parallel amplifier stage (see “Splitters and Combiners”).

Formerly, indiscriminant direct paralleling of active devices would lead to uneven current distribution among the transistors, and the subsequent thermal destruction of the affected transistor with the most current draw. This is not a problem with the vast majority of modern power transistors because of emitter ballast resistors that are placed internally within the semiconductor die itself.

### 3.6.2 Design of parallel MMIC amplifiers

As mentioned above, paralleling two amplifiers will double the available output power, increasing it by 3 dB. To design the 50-ohm MMIC parallel power amplifier of Fig. 3.107, bias as instructed in Sec. 3.4.2 under “MMIC Biasing Procedure,” couple as in Sec. 3.4.3, “MMIC Coupling and Decoupling,” and use the following power splitter/combiner formulas to design the input/output network:

![Figure 3.106](image_url)  
*Figure 3.106* The output power of a single MMIC compared to two paralleled MMICs.
1. \( L = \frac{50}{1.4 \pi f} \)

2. \( C = \frac{1}{2.83 \pi f/50} \)

3. \( C_2 = 2C \)

4. \( R = 2Z_{\text{PORT}} = 100 \text{ ohms} \)

5. Make impedance \( X_C \) of \( C \) less than or equal to 1 ohm.

### 3.7 Audio Amplifiers

#### 3.7.1 Introduction

Many nonpower audio amplifier stages need not be matched to their source nor to their load. Since matching is used to maximize power transfer between stages and to reduce standing waves, audio amplifiers are much more concerned with reducing distortions and isolating each stage from the effects of the next. However, matching with low-frequency transformers is quite common with discrete audio power stages in order to obtain high efficiencies, while \( RC \) matching is also employed in audio voltage amplifiers. An acceptable single-stage audio voltage amplifier can be designed by using the low frequency bias design formulas as presented in Sec. 3.3, “Amplifier Biasing.”
Operational amplifiers are far more common for voice-frequency amplification for both low-level voltage signals and high-level power signals. They can be acquired from many manufacturers, and are obtainable in an optimized single-voltage supply package for ease of biasing.

### 3.7.2 Design of an IC audio amplifier

The National LM386 is a low-voltage audio amplifier that is perfect for low-frequency amplification. In voiceband radios this IC can amplify the audio signal all the way from the detector stage to the 8-ohm speaker or headphones. The National device has very low quiescent current drain (4 mA), accepts a wide range of $V_{cc}$ (4 to 12 V), has adjustable voltage gain (20 to 200), decent distortion levels [<10 percent total harmonic distortion (THD)], and has an output driving power of 700 mW with a 9-V supply into 8 ohms.

To design an audio IC amplifier, use Fig. 3.108 as a model. $C_B$ will bypass any RF that escaped the detector, while it can also be chosen to limit the audio-frequency response of the amplifier. Many demanding cases will require either an active op-amp or a passive $RC$ low-pass or bandpass filter placed before the amplifier in order to limit the frequency response and noise even further; voice should be band-limited to between 300 and 2500 Hz, since this will reduce the higher-frequency noise and heterodyne outputs, as well as any low-frequency 60- and 120-Hz hum. The gain for the amplifier as shown will be 200, but can be adjusted downward by the addition of a resistor in series with the capacitor between pins 1 and 8 (for instance, a 1.2 kilohm resistor will set the gain to 50). Removing the capacitor, and leaving pins 1 and 8 open entirely, will decrease the gain to 20. Adjusting the pot at the input to the LM386 will alter the amplitude of the output signal into the speaker.

![Figure 3.108 An integrated circuit audio power amplifier.](image-url)
3.8 VGA Amplifiers

3.8.1 Introduction

Variable gain amplifiers (VGAs) can be designed in one of two ways: either by varying the active device's bias voltage to its base, which controls its collector current, and thus the gain of the transistor (see “Automatic gain control”), or by placing a voltage- or current-controlled variable attenuator at the input to a fixed-gain amplifier. Since the latter design usually results in a more linear amplifier response over gain, especially with large input signals, it is preferred over the variable-bias design in many applications. An added disadvantage to the variable-bias type is that any modification to the bias of a transistor will also alter its $S$ parameters. This means that not only will the gain be varied, but so will the return loss of the amplifier—which can prove catastrophic if the VGA is attached to a filter circuit (a filter’s response is dependent on its source and load impedance).

In using PIN diode attenuators, a few cautions are in order. As with most devices using PINs, the minimum usable frequency is normally above 10 MHz. Some special PIN diodes may attain lower frequencies, while some will not operate properly until much higher frequencies are reached. However, as the frequency is decreased in any PIN, its IMD and insertion losses will increase. As well, many PIN attenuator designs used for AGCs should be tested for IMD performance, considering that a PIN has better intermodulation specs at higher bias currents and, as high received signal levels result in increased attenuator IMD, decreasing the bias current to attenuate the signal will add to this problem.

3.8.2 Design of VGA amplifiers

A VGA amplifier with low distortion for 10 MHz and above (Fig. 3.109). A low-cost attenuator type of VGA that does not vary the bias of the amplifier is shown. With an AGC voltage of zero the gain will be high for this stage; as the AGC voltage increases, the gain will decrease because of the shunting effect of the decreasing resistance of the PIN diode. However, the return loss will also decrease, so an unconditionally stable transistor is the safest for this circuit. Match and bias the transistor as normal, and calculate $R_p$ as:

$$R_p = \frac{V_{AGC(HIGH)} - 0.8}{25 \text{ mA}}$$

where $V_{AGC(HIGH)}$ = maximum AGC voltage expected.

Another method is the best, and the most nonreflective, type of VGA: Employ an absorptive attenuator design in front of any fixed gain discrete or MMIC amplifier. An AGC voltage of zero at the attenuator’s DC control input will result in low gain (even a negative gain), while a control voltage of greater than zero results in a steadily increasing gain. The return loss will remain quite usable up to very high attenuation levels. However, a rise in the noise figure of a VGA circuit—whether bias or attenuator controlled—is unavoidable.
as the gain is decreased. Design the amplifier and the attenuator circuits as described in the various attenuator and amplifier sections.

A low-cost variable-bias VGA amplifier (reverse gain control, Fig. 3.110)

1. Choose \( R_C \) to drop half the \( V_{CC} \) when the transistor is at its desired gain:

\[
R_C = \frac{V_{CC}}{2} \frac{1}{I_C}
\]

2. Choose an \( R_B \) of 10 kilohms.

3. Find the voltage required at the AGC (AVC) port of the amplifier that causes the base current (\( I_B \)) to create a collector current for the desired full gain. The transistor’s characteristic curves in its data sheet will contain the information on \( I_B \) versus \( I_C \), while the current gain graphs will show the \( I_C \) versus \( h_{FE} \):

\[
AVC = (I_B \cdot 10 \text{ kilohms}) + 0.7
\]

4. Choose the limits of AVC voltage that will supply the required range of gain by substituting the desired \( I_B \) in the above equation with the minimum and maximum \( I_B \)-related gain values.
5. Design the transistor's input/output matching networks for the desired bias at maximum gain and for the frequency of operation.

The gain of the circuit is now controlled completely by the AGC voltage at the transistor's base. But since gain is managed by altering the $I_c$ through the AGC at the transistor's base, then the input and output impedances, as well as the stage's stability, will also vary. Distortion and gain compression may also occur with strong input signals.

3.9 Coupling/Decoupling of Amplifiers

3.9.1 Introduction

**Amplifier coupling.** To prevent DC biasing of consecutive amplifier stages from adversely affecting other stages, a method of coupling an AC signal into or out of another amplifier—or another source and its load—must be found. Unmatched RF amplifiers also demand a good impedance match for maximum power transfer and the reduction of reflections (decreased VSWR), as well as for supplying filtering for harmonic attenuation.

Figure 3.110  A circuit for a variable-bias gain amplifier.
The actual type of coupling in a discrete circuit, sometimes combined with impedance matching, will depend on the sort of signal being amplified. DC, low-frequency AC, high-frequency AC, and wideband amplification, will all have specific requirements.

### 3.9.2 Design of decoupling/coupling circuits

**Decoupling.** RF must not enter an amplifier's power supply, and the power supply's voltage to the amplifier must not influence any circuits that are before or after the amplifier. Both occurrences would have a negative effect on system operation, as any alternating current into the amplifier's DC bias supply can cause circuit instabilities and noise throughout a system; while passing DC beyond the immediate amplifier stage area would affect the bias of any following amplifier—or be sent to ground as a short. In performing as coupling and decoupling elements, capacitors and inductors prevent any of the above from occurring.

However, in order to function as desired, coupling and decoupling capacitors must not be near their parallel (high-impedance) resonant mode, while decoupling inductors must not be close to any series (low-impedance) resonant modes—nor should the inductors be above their maximum frequency of operation, in which case they would start to become capacitive.

Inductors are far from perfect components, and possess parasitic capacitances. So when an amplifier must be able to function properly across a wide band of frequencies, two RFCs (Fig. 3.97) will normally be required: a low-inductance coil that works at very high frequencies without encountering any series resonances, and a high-inductance coil used to block the lower frequencies. This is necessary because the low-frequency, high-impedance inductor will begin to pass the higher frequencies of the passband through the natural turn-to-turn capacitance of any coil. An additional bypass capacitor to ground may be placed between the larger coil and ground to further decouple any RF into the amplifier's supply. This type of decoupling will permit the amplifier's wide passband to sustain a nearly flat gain response over its entire frequency range.

**Coupling.** There are various coupling techniques that can be used between stages, depending on frequency, cost, performance, and impedance-matching needs.

*Capacitor coupling* (Fig. 3.111), also referred to as *RC coupling*, is found in AC and RF amplifiers only, and is capable of amplifying over a very wide bandwidth (the amplifier's required impedance matching circuit will limit this bandwidth, however). As shown in the figure, the series coupling capacitor $C_6$ blocks the DC bias to the next stage, but allows the RF signal to pass unattenuated. The coupling capacitor and $R_6$ form a voltage divider, allowing most of the RF signal to be dropped across the high resistance of $R_6$, located at the input to the next stage. The voltage divider functions as described because the capacitor has a much lower impedance to the RF than does the resistor. This signal across $R_6$ will then add to or subtract from the second stage's emitter-base junction, forcing its collector current to vary through $R_{17}$, producing an amplified output voltage.
RC coupling is a simple method to transfer energy from one circuit to another, but has great difficulty matching the stage’s impedances. And, unless we employ a low-value, but series-resonant, coupling capacitor at the stage’s input and output, this coupling method does not prevent harmonics from being transferred from stage to stage and being further amplified. (This small resonant coupling capacitor will also help to stabilize the amplifier chain. It accomplishes these tasks by attenuating the lower and higher undesired RF frequencies with its low capacitance value and series-resonance operation—but easily passes the frequencies of interest.) An L, T, or pi network is normally added for harmonic attenuation and impedance-matching requirements.

Inductive coupling, also referred to as impedance coupling (Fig. 3.112), is found in AC and RF circuits only, and is comparable to RC coupling, but instead of exploiting a resistor in the collector circuit, it has a collector inductor. Inductive coupling has the advantage in that the collector inductor wastes little DC power because of its very small DC series resistance, thus permitting far more efficient amplifier operation. This high-value inductor works as a transistor’s collector load because of its high reactance to the alternating collector current, which produces an AC voltage drop. This action will subtract from or add to the voltage from the transistor’s emitter-collector. However, inductive coupling is practical only over a relatively narrow band of frequencies, since $X_L$ changes directly with frequency—and stage gain would thus change as well.

Direct coupling (Fig. 3.113), also referred to as DC coupling, is valuable for very low frequency and DC amplification. $R_3$ functions as a collector resistor.
for $Q_1$ and as a base resistor for $Q_2$, and thus must be carefully chosen to function in both roles, since a small temperature-induced current change in $Q_1$ is directly amplified by $Q_2$. Precision components and tight placement of parts to allow each component the same changes in temperature must be used to stabilize this circuit.

**Figure 3.112** Inductive coupling between two stages.

**Figure 3.113** Direct coupling between two stages.
Low-frequency transformer coupling (Fig. 3.114) employing laminated iron cores is adopted for low-frequency AC. This method, because of the interstage transformer, will not pass the DC bias, and can also be used to match the relatively high output impedance of \( Q_1 \) to the low input impedance of \( Q_2 \). One end of the transformer’s secondary is connected to the base of \( Q_2 \), while the other end is connected to the top of \( Q_2 \)’s bias resistor \( R_6 \). The signal being amplified by \( Q_1 \), and being output from \( T_1 \), will then subtract from or add to the base bias. This results in a varying base current, which causes a much higher amplitude collector current, creating amplification at the output of \( Q_2 \). However, since a low-frequency iron-core transformer is both expensive and heavy, this coupling method is rarely found today in most audio coupling applications.

High-frequency transformer coupling (Fig. 3.115) with tuned circuits, employing ferrite, powdered-iron, and air cores, is not as popular as it once was because of the expense and size of the transformer, but can still be found in some RF and IF amplifiers up to a maximum frequency of 150 MHz. Transformers provide the required impedance matching for the efficient and maximum power transfer between amplifier stages, and block the DC bias from stage to stage as well. These transformers function the same as the low-frequency iron core transformers above, except for the frequency-selective narrowband resonant tanks formed by \( C_2 \) and the primary of \( T_1 \), as well as \( C_3 \) and the secondary of \( T_1 \).

![Figure 3.114 Low-frequency transformer coupling between two stages.](image-url)
Degree of coupling. The degree of coupling between a tuned transformer’s primary and secondary, which is mainly governed by the distance between the windings, will affect the signal’s amplitude and bandwidth as it passes through the transformer. Indeed, as the coefficient of coupling increases (over-coupling, Fig. 3.116a) or, in other words, as the windings are brought closer together, more flux lines from the primary will cut the secondary. This will produce a higher output voltage and a wider bandwidth over that of the loose coupling of Fig. 3.116c. The wider bandwidth is caused by the high capacitance now present between the closely spaced primary and secondary, while the high signal amplitude is due to the increased flux lines that cut the secondary. However, as the coefficient of coupling is decreased toward loose coupling, the amplitude and the bandwidth of the signal diminish. Nonetheless, loose coupling can be used to lower the capacitive coupling into the next stage, thus lowering harmonic output, and give the narrower bandwidth that may be required for certain applications. For typical narrowband uses, optimum coupling (Fig. 3.116b) will be found a good compromise between bandwidth and amplitude.
Figure 3.116  The degree of coupling and the effect on the output signal.
Oscillator design is perhaps one of the least understood practices of wireless engineering in general, and is definitely considered to be the most complex. Indeed, until Randall W. Rhea released his groundbreaking book *Oscillator Design and Computer Simulation* in 1990, oscillator design was strictly a hit-or-miss affair for many engineers. As anyone in RF is well aware, it is quite easy to design an oscillator—just design a poor amplifier and turn on the power, and it will probably begin to oscillate. But the problem is to design an oscillator that will oscillate at the desired frequency and amplitude, that will start reliably and not wander, that will not be plagued with spurious responses and harmonics, that will not be excessively affected by normal changes in temperature, and that will be consistent in operation when built over a long production run.

This chapter will concentrate on the design, simulation, and verification of voltage-controlled oscillators (VCOs), LC oscillators, and crystal oscillators over a wide range of frequencies. But first, a memory refresher on basic oscillator theory.

**Sine-wave oscillators.** When a pulse is applied to a tank circuit, it will ring at the tank’s resonant frequency, creating a decaying sinusoidal wave (Fig. 4.1). But if amplification from an active device, such as a transistor, is used to amplify and sustain this output, then an oscillator can be formed. The natural resonant frequency of the tank circuit is established by the tank’s \( L \) and \( C \) components, or:

\[
fr = \frac{1}{2\pi \sqrt{LC}}
\]

Thus, oscillators will use a small part of their output signal from the active device in order to send a regenerative, or in-phase, feedback into their own
input. This will create a continuous oscillation, with the transistor constantly amplifying its own feedback.

Considering that the typical oscillator functions by feeding a 180 degree out-of-phase signal back to its input, with the phase shift caused by the common-emitter configuration of the oscillator's own amplifier (Fig. 4.2), then we will require a method to shift this out-of-phase output signal back to zero degrees in order to obtain the necessary regenerative feedback (Fig. 4.3). Utilizing the reactance of inductors and capacitors to carry out this phase shifting is the easiest way to construct an RF oscillator.

Most oscillators produce an output power around 5 to 10 dBm, and are biased at Class A or AB in common-emitter configuration (some higher-frequency oscillators are common base, however), though a few may be biased at Class C.

An oscillator is self-starting, and must be quite reliable in this regard. A Class A sine-wave oscillator starts by the following mechanism:

1. Power is applied to the oscillator's active device.
2. Noise and/or transients cause the oscillator to start, beginning the low-power output of sinusoidal waves, after which an oscillator is just translating its DC input power into output sinusoidal oscillations.
3. These sinusoids build to a very high level, which causes saturation of the active device, and surplus loop gain is dissipated. But the surplus loop gain must not be so high that excessive clipping of the output waveform occurs.
4. The oscillator generates sinusoidal waves of stable frequency and amplitude.

There are three main sine-wave oscillator classifications: The LC oscillator (and VCO), the crystal oscillator, and the RC oscillator. We will concentrate on the first two, since RC oscillators function only at audio frequencies.

General oscillator design considerations. Biasing of an oscillator’s amplifier section is employed for multiple reasons: to allow the use of a single $V_{cc}$ to set the bias point for a certain class of operation, to swamp out any device varia-

![Figure 4.1](image)

**Figure 4.1** A damped sine-wave output of a tuned tank after insertion of a single pulse.
All of these variables must be set by a proper bias network. A vital parameter of any oscillator circuit will be its $Q$. A high-$Q$ feedback oscillator [such as the crystal or surface acoustic wave (SAW) types] will have a more frequency-stable output than an $LC$ oscillator. This is because variances in the transistor’s reactances caused by changing $V_{CC}$, temperature, as well as lot variations from transistor to transistor, will cause far less frequency shifts than a low-$Q$ ($LC$) oscillator.

The proper choice of each of the components for an oscillator is very important, since even the passive components can have a significant impact on oscillator operation. Unless frequency compensation is desired, the oscillator’s feedback network capacitors should be NPO for minimum frequency drift under normal temperature variations. The proper choice of the active device is also critical. Transistors with a very high $f_t$—compared to the oscillation frequency—work much better in oscillator circuits than those with marginal $f_t$ specifications. This is due to the transistor’s ability, at a high $f_t$, not only to maintain its 180 degree phase shift at higher frequencies (an amplifier’s phase shift begins to drop from 180 degrees as frequency increases), but also to have a higher feedback gain.

Most oscillators should be extensively decoupled from any noise and intermittent voltage variations of the power supply, and injection of the oscillator’s own RF into the mains should be avoided, in all modern wireless applications.
4.1 Oscillator Simulation

4.1.2 Introduction

The following technique of open-loop oscillator design, as well as more LC and crystal oscillator topographies, can be found in further detail in the classic oscillator text by Randall W. Rhea, *Oscillator Design and Computer Simulation*.

These design procedures, as popularized by both Rhea and R. Matthys, have made oscillator design a simple and far more repeatable procedure than in the past. Formally, it was either a horribly mathematically intensive procedure—with an uncertain outcome—or simply copying a particular oscillator design and empirically swapping out the frequency-determining components until the oscillator functioned as close as possible to the desired specifications.

4.1.3 Open-loop design

Open-loop design of an oscillator involves opening the feedback loop of the oscillator from the transistor’s output, back to the resonant phase-shifting network (Fig. 4.4), within our linear simulation software. We then insert a software tool called a *Bode plotter* within this open loop. After the software design and simulation of the oscillator is complete, the open loop will be closed, and a fully functioning oscillator will have been completed.

Much of the preliminary design optimization of an oscillator can be assisted by software programs, such as the included PUFF linear simulator, or the high-end Genesys simulator available from Eagleware. Within these two programs we can display the gain and phase of a signal as it passes through the oscillator’s open-loop circuits. The tool that allows us to view this gain and phase is the Bode plotter (Fig. 4.5). The Bode plotter inserts a reference signal into the input of a circuit while sweeping through a range of frequencies, and can be found in both a Spice and a linear simulator. The signal that is placed into the circuit from the Bode plotter can be considered to be at zero gain and zero phase shift. Thus, any gain—either positive or negative—or any phase shift that occurs to the Bode’s original swept input frequency after it passes through the circuit will be read on the Bode plotter’s window and displayed as frequency versus gain and frequency versus phase shift in dB and degrees, respectively. This allows us to view what happens to a signal at the output of a circuit as the input of this same circuit is swept in frequency at a constant speed.
amplitude and phase. In a nutshell, we can now see the circuit’s effect on the gain and phase of a signal after it passes through an amplifier, filter, or open-loop oscillator.

With an S-parameter linear software program’s Bode plotter we can not only view the effect a circuit has on the gain ($S_{21}$) and phase [$\text{ang} (S_{21})$] of an inserted signal, but we can also observe the input ($S_{11}$) and output ($S_{22}$) return losses, as well as the reverse gain ($S_{12}$).

For accurate gain and phase responses under simulation, the input and output impedances of the circuit under simulation must be at exactly 50 ohms, since that is the default value of most linear simulators. This is an important concept, because it is not always possible to obtain 50-ohm input/output impedances with an open-loop oscillator, and the linear program’s S-parameter port impedances may have to be changed to some higher or lower value to equal the actual input/output impedance of the open-loop oscillator circuit. (The true open-loop input/output impedances are always indicated in the oscillator design procedures of this book). If the terminating impedances of the circuit or simulator were not taken into account, the gain and phase margins displayed on the Bode plotter would be incorrect, and so would the $Q$ and the indicated input/output oscillator’s port matching. However, the resonant frequency peak as suggested on the Bode plotter will remain relatively unaffected.

A linear S-parameter program, such as the Puff or Eagleware package, have a further advantage over normal Berkeley Spice programs: They will immediately indicate whether the open loops of the oscillator’s input and output are properly matched to each other by displaying a Smith chart tool. The Smith chart will confirm that both the input ($S_{11}$) and the output ($S_{22}$) impedances of the open loop are matched at the frequency of interest.

Figure 4.6 demonstrates how to best analyze an oscillator with a linear simulator by using the Bode tool in an open-loop circuit. Most software simulators will not actually have a physical Bode tool as displayed in the figure, but it will be shown as only input and output ports, with the designed oscillator circuit located between these two 50-ohm terminated ports. The Bode plotter
In using the Bode tool—by injecting a signal into the oscillator’s input and checking the phase and gain at the oscillator’s output—we will have a very good indication that our design is valid. This is accomplished, as described above, by breaking the feedback loop of the oscillator and attaching the Bode plotter between the broken input/output points of the oscillator. To obtain a proper reading, set the frequency and phase of the Bode plotter to a linear scale, adjust the magnitude to display a gain of $-20$ to $+20$ dB (or, if need be, higher values), set the display to show phase values from $-180$ to $+180$ degrees (Fig. 4.5), and adjust the frequency sweep to approximately $\pm 25$ percent of the expected oscillation frequency (narrow or widen as necessary to obtain the display as shown in the figure). This open-loop Bode response test is a good indication that the oscillator will oscillate and function as intended, since the Bode plotter is outputting a 0 degree phase angle signal at the frequencies of interest into the input of the oscillator’s resonator, which changes its phase by 180 degrees before it reaches the input of the transistor; the transistor, being in common-emitter configuration, changes it another 180 degrees, making for a phase change of 360, or 0, degrees, for regenerative oscillatory feedback. The proper phase change, at the appropriate amplitude, can be confirmed on the Bode plotter as shown in Fig. 4.7. The Bode plotter is displaying the maximum gain peak at the frequency of the desired oscillation, which should occur at the same frequency as the phase trace when it crosses 0 degrees from the output to the input of the oscillator (in order to sustain oscillatory feedback). At its maximum amplitude the gain trace is called the gain margin when it is located at the same frequency as the point where the phase trace crosses the 0 degrees phase point on the Bode plotter screen, and is measured in dB.

The higher the gain margin, the more tolerance the oscillator will have and still start or continue to oscillate when components on the assembly line vary in specifications, or the load varies in impedance. Temperature will also have far less of a deleterious effect with this higher gain margin. A typical, safe value would be 10 dB or more; however, any gain above 0 dB at the 0 degree phase crossing will still allow the oscillator to start because of noise amplification buildup. Nevertheless, temperature, load, and parts variations will make start-up erratic and/or slow when the loop is actually closed for the completed oscillator if this gain margin is too low. In fact, if an oscillator has a sufficiently high gain margin, closing the loop should cause only a minor shift in the design frequency, with the high open-loop gain being reduced to unity when the oscillator reaches its steady state.

In simulating the open-loop oscillator, not only should the gain peak be at the point where the phase is zero, but it should also be as close to the center of the phase slope as possible in order to maintain the oscillator’s long-term stability and low noise characteristics. The amount of excess phase above or below this center of the phase slope is referred to as the phase margin and is as important as the gain margin.
Figure 4.6 Virtual Bode plotter inserted into an oscillator's open loop.
As mentioned above, employing a linear S-parameter-based program will supply the designer with information on the open-loop input and output return loss and impedance, as well as the gain and phase margins. These added functions will permit the engineer to not only confirm gain peaking at zero phase of the open loop, but also whether the input and output of the open loop are both at, preferably, 50 ohms. This will result in maximum gain and more accurate simulations. In addition, 50-ohm test equipment, such as a network analyzer, may be used on the physically completed 50-ohm oscillator for test verification.

After this open-loop simulation procedure is accomplished successfully in the linear S-parameter simulator, then the loop may be closed (Fig. 4.8), and energy may then be tapped from the oscillator and placed into a load. The energy tapped from the oscillator, however, will decrease the available feedback from the loop. A series $X_L$ or $X_C$ of approximately 100 ohms may be placed at the oscillator’s output, with a 50-ohm load attached, and the simulation attempted with the Spice oscilloscope and fast Fourier transform (FFT) tool. These software tools are connected to the 50-ohm load to confirm oscillation, output voltage, starting, harmonics, etc. (Caution: A Spice frequency source must normally be included somewhere in the Spice simulation, or the oscillator will not function—just attach the Spice frequency source to the input of the oscillator through a series 1 megohm resistor to “fool” the simulator. Spice simulators may take 20 minutes or more of computer time for the oscillator to reach full amplitude; so be patient when employing such simulators within the time domain.) Figure 4.8 is using a series $C_{COUPLE}$ to couple the energy to the load from the oscillator. Coupling out the oscillator’s energy, without decreasing the feedback to excessively low levels, will be discussed later in this chapter.

![Figure 4.7](image-url) Perfect Bode plot of a correctly designed oscillator.
Since the loaded \( Q \) of an oscillator will govern its phase noise and frequency drift, then the higher the loaded \( Q \) the more stable the oscillator is over temperature, and the lower the phase noise figures. The loaded \( Q \) of an oscillator can be measured by employing the open-loop test method above, along with the formula:

\[
Q_L = \frac{f_0}{3 \text{ dB BW}}
\]

where

- \( Q_L \) = loaded \( Q \) in dimensionless units
- \( f_0 \) = center frequency of the oscillator
- 3 dB BW = bandwidth of the oscillator's gain \((S_{21})\) at its half-power points

This formula is accurate only if the phase slope crosses zero at the center of its fall, which is an optimum, or high-phase-margin, condition. It is evident from the formula that the highest loaded \( Q \) of the oscillator depends on the bandwidth being narrow within the gain response plot for a high-quality and stable oscillator design.

The loaded \( Q \) of an \( LC \) (or VCO) oscillator must never be allowed to degrade below 5 or 10—and should preferably be much higher—to stabilize the oscillator and to lower its phase noise. And by increasing the oscillator's power output...
with higher transistor bias current we can also decrease the phase noise, since the carrier will now be at a higher relative amplitude above this noise.

As open-loop oscillator design accuracy depends on both ends of the oscillator loop being at the same impedance (as well as both terminating impedances in the linear simulator being equal), then it can be seen that ignoring cascaded input and output impedances will result in a nonoptimized oscillator design. However, a new technique that allows the oscillator designer to not have so much dependence on the oscillator’s terminating impedances with the linear simulator for an accurate prediction of the oscillator’s gain and phase has just been recently presented. This new technique employs Harada’s equations, and assumes that $S_{12}$ equals zero, which is never the case. Therefore, it is recommended that for ease of computations, and for very acceptable accuracy, that normal open-loop analysis (as demonstrated by Rhea) should be followed for the design of most oscillators.

In utilizing open-loop oscillator design, it is assumed that the open loop is stable. In other words, the amplifier section (with bias) should not be unstable, since it is only when the loop is closed from input to output that oscillations are meant to occur. Proper frequency stability may become quite erratic with an unstable device, so choose only unconditionally stable transistors.

When simulating a crystal oscillator, we must first select the proper crystal by obtaining certain crystal parameters (Fig. 4.9), such as the crystal’s motional capacitance ($C_M$), motional inductance ($L_M$), series resistance ($R_M$), and parallel plate capacitance ($C_P$ or $C_0$) from the manufacturer for the crystal’s desired frequency of operation, its holder type, and quartz cut (typically AT). The manufacturer will also need to be informed if the crystal is to be utilized in a series or parallel resonance oscillator (see “Pierce Crystal Oscillator Design” in Sec. 4.3.3), and whether the crystal is being run on its fundamental or on one of its overtone frequencies. The crystal’s required aging specification in parts per million per year (ppm/year), initial frequency accuracy in ppm, and the frequency accuracy over temperature in ppm are all important as well.

Since many linear computer simulation packages may not necessarily have crystal models available, we must model the crystal as shown in Fig. 4.9, and place it where the crystal would be within the oscillator circuit. This equivalent $LCR$ model, while simplistic, is more than adequate to realistically repre-
sent a typical crystal for an oscillator using the manufacturer’s above motion-
al specifications of $L_m$, $C_m$, $R_m$, and $C_p$.

Note that if a crystal’s holder or its package is changed, as might be required
when redesigning for a smaller oscillator, this will have an effect on the above
motional properties of the crystal, and a new simulation must be performed
with these latest values to assure proper operation.

A word on open-loop simulation using a Spice simulator. We can obtain accu-
rate design results when simulating low-frequency oscillators with Spice,
especially when we must employ a low-frequency transistor for which there
are no $S$-parameters available. Bode plotters, as well as the $AC$ analysis tool
in Spice simulators, may not give accurate loop gain measurements unless we
attach a basic Spice frequency source (set to 1 Hz) through a 50-ohm resistor
to the oscillator’s “input” (the $LC$ resonator at the node between $C_1$ and $L_1$ of
an $LC$ oscillator). However, the resonant frequency at maximum gain as indi-
cated in the Bode plotter and the $AC$ analysis tool window will vary slightly
from the other, as will the 0 degree phase-crossing frequency.

**Oscillator output coupling.** Since adding a load to the output of the oscillator
can drastically affect the oscillator’s frequency, power, and whether it will even
start or not, then proper coupling is important even at the simulation phase.
Tapping the oscillator’s output power at the proper location is crucial, as is a
suitable amount of output coupling—not too much, not too little. In other
words, we do not want to load down the oscillator by supplying excess RF power
to the load or, conversely, by supplying too little power. In performing the soft-
ware open-loop analysis, it is best to add the desired series output coupling
reactance, along with the output load, to the final simulation run to confirm
proper gain margin will still exist. Using the appropriate coupling capacitor or
inductor in series with the load, with a high enough $X_C$ or $X_L$, is recommended
to maintain oscillations (Fig. 4.10): A reactance of 200 ohms, as an example,
should not degrade the oscillator’s vital feedback amplitude excessively, while
minimally decreasing the effective output power of the oscillator. However, if

![Figure 4.10](image-url) Comparisons between a high and a low coupling
reactance on the output power of the oscillator.
simulations predict that a reactance of 50 ohms is possible for the output capacitor or inductor into the load, while still maintaining the proper gain margin, then more power can safely be output into the load. Optimize this coupling reactance value in the open-loop Bode simulations by decreasing the reactance of the coupling element until the gain margin is still at a safe level of at least 5 dB or greater. This also means that a true conjugate match directly from the oscillator output to the load input is usually impossible, since it would excessively load down the oscillator, and prevent it from starting or from running properly.

The approximate output power of the oscillator can be found in Spice by employing the oscilloscope tool across the oscillator’s load and calculating:

\[
P = \frac{V_{\text{RMS}}^2}{R} \text{ (in watts)} \quad \text{or} \quad P = 10 \log \left( \frac{P}{1 \text{ mW}} \right) \text{ (in dBm)}
\]

### 4.2 VCOs and LC Oscillators

#### 4.2.1 Introduction

Today, LC oscillators are normally variable frequency oscillators (VFOs) of the voltage-controlled oscillator (VCO) type since they can readily be tuned by adjusting the capacitance of a varactor diode to set the frequency of oscillation. Still, very low cost products that utilize fixed-frequency LC oscillators can be found, sometimes up to 2.4 GHz; but they have poor frequency stability over temperature and poor phase-noise specifications because of their very low Q.

Indeed, for any LC oscillator to be even remotely frequency stable, and have decent phase noise, it will require a high capacitance-to-inductance ratio in its LC circuit (for a higher Q), a steady and clean power supply, stable temperature conditions, and strong isolation from its load. Still, LC oscillators will drift in frequency by up to 1 percent or more because of aging components or (if unshielded) when a conductive surface is in close proximity. For any quality wireless device this is unacceptable—unless some form of frequency regulation is employed.

As mentioned above, LC oscillators are found mainly in voltage-controlled oscillator circuits, since VCOs are heavily utilized in frequency synthesis for phase-locked loops, and in any application where a DC control voltage is required to alter the output frequency of an oscillator.

#### 4.2.2 Types of LC oscillators

There are numerous kinds of LC oscillators. However, both the Hartley and the Colpitts oscillators are very common, and an understanding of their function will allow a good grasp of other LC designs.

The Hartley oscillator, as shown in Fig. 4.11, exploits a tapped coil in its tank circuit, made of \( L_1 \) and \( C_1 \), to change the phase of the feedback to the transistor’s base into a regenerative signal, and to set the frequency of oscillation. \( C_2 \)
and $C_3$ block the DC, but couple the AC feedback, while $L_2$ and $C_6$ decouple the oscillator output, preventing it from being injected into the power supply. $L_2$ also functions as the transistor’s collector load, and $R_1$ and $R_2$ supply the forward bias. $R_E$ and $C_4$ further increase the temperature stability of this circuit without allowing the AC gain to be decreased, as it would be if just $R_E$ were used.

The $LC$ tank of the Hartley furnishes the required 180 degree phase shift for regenerative feedback, thus allowing oscillations. This is because $L_1$’s tapped coil forces the signal between the center tap and the top of the coil (due to the current flow with respect to the grounded tap; Fig. 4.12) to be opposite in polarity to the center tap and the bottom of the coil. The location of the tap on the inductor sets the amplitude of the positive feedback.

![Figure 4.11](image1.png) **Figure 4.11** A type of $LC$ Hartley oscillator.

![Figure 4.12](image2.png) **Figure 4.12** A tapped coil showing the phase relationships.
As an alternative to a tapped coil, we can use tapped twin capacitors, as in the Colpitts oscillator of Fig. 4.13. This performs the same function as the tapped coil by creating a 90 degree phase shift across each capacitor, thus furnishing the positive feedback we need into the transistor’s base for oscillations. Considering that the capacitance ratio changes the feedback voltage, the two capacitors should be ganged to change the frequency by more than a few percent of its center frequency, or a tunable inductor can be used, with the capacitors at fixed values.

VCOs are simply $LC$ oscillators that can vary their output frequency with a DC input control voltage. Varactor diodes can be used for this purpose. These diodes, in step with a DC voltage, vary their capacitance up and down. When placed in the tank of an $LC$ oscillator, the resonant frequency of the tank, and thus of the oscillator, can be made to change either above or below a rest, or center, frequency. This rest oscillation frequency is established by the DC bias across the varactors, normally setting their initial capacitance at some intermediate value. So, by adding to or subtracting from the rest bias value, the frequency of the oscillator can be altered over a wide range.

As an example of a VCO, consider Fig. 4.14. $Q_1$ and its associated components are designed as a Hartley oscillator, with $Q_2$ acting as a buffer at the output to prevent the Hartley from being loaded down by the low input impedance of the next stage. The back-to-back varactors shown are commonly employed in a VCO so that, at low bias levels when one varactor is being affected by the AC, the other is actually being reverse biased, which will

![Figure 4.13](image-url)
decrease formation of distortion products. However, this cuts the varactor capacitance values in half.

There are two different types of varactor diodes utilized in VCO circuits. The *abrupt* form has a very high $Q$ (and thus low phase noise), and can take a wide voltage tuning range (up to 0 to 55 V) to travel through the full range of capacitance values, meaning that abrupt diodes possess low tuning sensitivity. Abrupt diodes also have a low capacitance range, but with low distortion characteristics. The *hyperabrupt* varactor type, on the other hand, has a complete tuning range of 0 to 20 V for increased sensitivity, so it is the varactor of choice for wideband applications. However, it has a lower $Q$, and thus more phase noise, than the abrupt type.

Both varactor types may have a 0 V capacitance specification, but because of nonlinearity and $Q$ problems, at least 0.1 V should always be across any varactor—and sometimes more.

### 4.2.3 Designing LC oscillators and VCOs

Designing *LC* oscillators and VCOs with the following procedures, while verifying their operation as described in Sec. 4.1, “Oscillator Simulation,” will permit the engineer to design and build stable and reliable circuits for a variety of requirements.

**LC BJT oscillator design (Fig. 4.15).** This oscillator will function reliably up to 500 MHz.

![Figure 4.14 A Hartley VCO circuit.](image-url)
1. Choose a proper high-frequency transistor with an \( f_T \) that is much higher than the oscillation frequency (5 times higher is a good choice).

2. Bias the active device Class A by the following procedure:
   a. Choose the supply voltage. Select a \( Q \) point for the transistor that is consistent with the available S-parameter file for \( I_C \) and \( V_C \). Example: \( I_C = 10 \text{ mA}; \ V_C = 6 \text{ V}; \ V_{CC} = 12 \text{ V} \). Find transistor’s typical \( \beta \), such as \( \beta = 50 \).
   b. Calculate \( I_B = I_C/\beta \)
   c. Calculate \( R_B = \beta \frac{V_C - 0.7}{I_C} \)
   d. Calculate \( R_C = \frac{V_{CC} - V_C}{I_B + I_C} \)

3. Calculate the values for the \( LC \) resonator and other components by:

\[
L = \frac{190}{2\pi f} \quad C_1 = \frac{1}{48\pi f} \quad C_2 = \frac{1}{48\pi f} \\
C_3 = \frac{1}{300\pi f} \quad C_C < 1 \text{ ohm} \quad R_f = \frac{2500}{(0.025/I_C)}
\]

\( R_f \) should be tweaked in the preliminary open-loop S-parameter analysis until both the input and output are close to 50 ohms on the Smith chart.

4. \( C_{COUP} \approx 50 \) to 200 ohms \( (X_C) \) for a 50-ohm load. Find the necessary value of \( C_{COUP} \) by simulating the oscillator into a 50-ohm load, and use the lowest \( C_{COUP} \) reactance value that will still allow the oscillator to maintain a decent gain margin \( (>5) \). If a high input impedance buffer amplifier follows \( C_{COUP} \), then \( C_{COUP} = C_C \) (however, the phase noise will go up).

5. Simulate and optimize as explained in Section 4.1, “Oscillator Simulation.”

**Notes.** Increasing \( C_1 \) and \( C_2 \), as well as \( L \), while decreasing \( C_3 \), will increase the loaded \( Q \) of the oscillator (high loaded \( Q \) reduces phase noise and frequency drift, and reduces temperature effects).

While this oscillator is capable of operation at up to 500 MHz, it does have a lower frequency limit of about 25 MHz, at which point it is advisable to work with a Colpitts design.

**MMIC LC oscillator (Fig. 4.16).** This is an oscillator that is capable of up to 1 GHz frequency operation. It is much simpler to design, but will cost more, than the \( LC \) BJT oscillator above. The MMIC oscillator is only used when higher-frequency operation is required.

1. A \( V_{cc} \) should be chosen that will allow at least 2 V (preferably 4 V) to be dropped across \( R_{BIAS} \) for stability. (If \( R_{BIAS} \) does not reach 500 ohms, employ an RFC for a combined impedance of 500 ohms for both \( R_{BIAS} \) and the RFC):
\[ R_{\text{BIAS}} = \frac{V_{\text{CC}} - V_{\text{MMIC}}}{I_{\text{MMIC}}} \]

where \( V_{\text{MMIC}} \) = DC voltage required at the MMIC's power pin and \( I_{\text{MMIC}} \) = DC current required into the MMIC's power pin. The power dissipation within the \( R_{\text{BIAS}} \) resistor should be checked so that a proper resistor can be chosen with at least double the dissipation expected:

\[ P = I_C^2 R_{\text{BIAS}} \]

2. Calculate the component values for the \( LC \) resonator of the oscillator:

\[ L = \frac{190}{2\pi f} \quad C_1 = \frac{1}{48\pi f} \quad C_2 = \frac{1}{48\pi f} \]

\[ C_3 = \frac{1}{300\pi f} \quad C_B < 1 \Omega \left(\frac{X_C}{2}\right) \]

3. \( C_{\text{COUP}} \approx 50 \) to \( 200 \) ohms \( (X_C) \) for a 50-ohm load. Find the necessary value of \( C_{\text{COUP}} \) by simulating the oscillator into a 50-ohm load, and use the lowest \( C_{\text{COUP}} \) reactance value that will still allow the oscillator to maintain a decent gain margin \((>5)\). If a high input impedance buffer amplifier follows \( C_{\text{COUP}} \), then \( C_{\text{COUP}} = C_C \) (however, phase noise will go up).

4. Simulate and optimize as explained in Sec. 4.1, “Oscillator Simulation.”

Figure 4.15 An \( LC \) oscillator design good to 500 MHz.
JFET LC and VCO Colpitts oscillator (Fig. 4.17). This oscillator is good to 50 MHz, has a loaded $Q$ of 20 to 25, and can tune to over 100 percent of $f_{\text{OUT}}$. $L_1$ should give as high a $Q$ as possible to maximize gain and phase margin. This VCO can easily be made into a simple LC oscillator by replacing the varactor $D_1$ with a capacitor of similar value, and removing the varactor's bias network of $R$, both $C_c$'s, and $L_2$.

The oscillator's open-loop $Z_{\text{OUT}}$ and $Z_{\text{IN}}$ will be around 150 ohms, so the terminating impedances of the $S$-parameter linear simulation program should be changed to this value to obtain the proper open-loop gain and phase. However, when the mismatch is slight, the actual loop gain of the final closed-loop oscillator will be negligible. If the active device does not have $S$-parameter files available because of its low frequency of operation, then employ Spice models in a Spice simulator as explained in Sec. 4.1, “Oscillator Simulation.”

1. Self-bias the oscillator.
   a. Choose an appropriate $V_{GS}$ for Class A operation of the active device, and note the $I_D$ for the selected $V_{GS}$.
   b. Compute $R_s = \frac{V_{GS}}{I_D}$.
   c. Choose a $V_{DS}$ of $(V_{dd} - 2V_{GS})/2$ for a $V_d$ of $V_{dd}/2$.
   d. Calculate $R_d = (V_{dd} - V_d - V_{GS}/I_d)$.
   e. Since $V_{GS}$ for a specific $I_D$ is not always available, use the following equation to find $V_{GS}$ when $I_D$, $I_{DSS}$, and $V_P$ are known (look in the JFET’s data sheet for these values):
\[ V_{GS} = V_P \left(1 - \sqrt{\frac{I_D}{I_{DSS}}} \right) \]

f. RFC equals 1000 ohms.
g. \( C_C < 1 \text{ ohm} \) (\( X_C \))
h. \( L_2 = \text{RFC} \)

2. Confirm that the JFET device will safely dissipate the power of:

\[ P = I_D V_D \]

3. To design the resonant LC network:

\[ L_1 = \frac{258}{2\pi f} \quad C_{D1} = \frac{1}{480\pi f} \quad C_2 = \frac{1}{48\pi f} \]

4. Couple the output of the oscillator to its 50-ohm load through a 200- to 600-ohm reactance (\( C_{\text{COUP}} \)), which can be either inductive or capacitive.

5. Simulate and optimize as explained in Sec. 4.1, “Oscillator Simulation.”

**BJT 500-MHz VCO (Fig. 4.18).** This voltage-controlled oscillator will function reliably up to 500 MHz.
1. Choose a proper high-frequency transistor with an \( f_t \) that is much higher than the oscillation frequency (\( Q_1 \) is normally selected to have an \( f_t \) of about 5 times that of \( f_{OUT} \)).

2. Bias the active device Class A:
   a. Choose the supply voltage. Select a \( Q \) point for the transistor that is consistent with the available \( S \)-parameter file for \( I_C \) and \( V_C \). Example: \( I_C = 10 \) mA; \( V_C = 6 \) V; \( V_{CC} = 12 \) V. Find the transistor’s typical \( \beta \), such as \( \beta = 50 \).
   b. Calculate \( I_B = I_C/\beta \)
   c. Calculate
      \[
      R_b = \beta (V_C - 0.7/I_C)
      \]
   d. Calculate
      \[
      R_C = \frac{V_{CC} - V_C}{I_B + I_C}
      \]

3. Calculate the component values for the \( LC \) resonator of the oscillator:

\[
L = \frac{190}{2\pi f} \quad C_1 = \frac{1}{48\pi f} \quad C_2 = \frac{1}{48\pi f} \quad C_C = C_B < 1 \text{ ohm (} X_C \text{)}
\]
\[
C_{D1} = \frac{1}{300\pi f}
\]

4. Calculate

\[
R_f = \frac{2500}{(0.025/I_C)}
\]

(\( R_f \) should be tweaked in the preliminary open-loop \( S \)-parameter analysis until both the input and output of the oscillator are close to 50 ohms on the simulator’s Smith chart.

5. \( C_{COUP} = 50 \text{ to } 200 \text{ ohms (} X_c \text{)} \) for a 50-ohm load. Find the necessary value of \( C_{COUP} \) by simulating the oscillator into a 50-ohm load, and use the lowest \( C_{COUP} \) reactance value that will still allow the oscillator to maintain a decent gain margin (>5). If a high input impedance buffer amplifier follows \( C_{COUP} \), then \( C_{COUP} = C_C \) (however, phase noise will go up).

6. Simulate and optimize as explained in Sec. 4.1, “Oscillator Simulation.”

Notes. \( L \) and the capacitance of the varactor, \( D_1 \), are near series resonance, while \( C_1 \) and \( C_2 \) act as coupling capacitors to obtain 180 degree phase shift with \( L \) and \( D_1 \) (with a high \( Q \)). \( R_\beta \), with its DC decoupling capacitor \( (C_C) \), feeds back some of the RF into the oscillator’s input in order to diminish low-frequency gain for stabilization of the BJT, as well as to lower both the input and output impedance of the oscillator closer to 50 ohms. This not only makes it easier to simulate in a 50-ohm environment, but also in a real environment with a vector network analyzer (VNA).
$R_b$ and $R_c$ are the BJT’s bias components, and the $C_B$’s are bypass capacitors chosen to decouple all frequencies from 60 Hz all the way to $f_{OUT}$, and beyond, with an $X_C$ of less than 1 ohm. This necessitates using various types of capacitors, such as electrolytic for the audio frequencies and two different value ceramic (or porcelain) capacitors for low and high RF.

The varactor bias voltage, chosen from the varactor’s data sheet for the capacitance desired, employs the RFC and the $R_V$ to block RF but pass the DC control voltage. Since a varactor is reversed biased, very little leakage current will flow through $R_V$, so the voltage dropped across this resistor will be quite small. The varactor is chosen to supply an appropriate range of capacitances for the VCO’s tuning range, since the only component that will vary the frequency of oscillation will be the varactor’s capacitance, which is controlled by $V_{CNTRL}$.

$Q_1$ will have an $f_i$ that is 5 times or more above the $f_{OUT}$ frequency so as to closely maintain the common emitter’s 180 degree phase shift across the oscillator’s entire tuning range.

The $C_C$’s are placed to block DC, but to easily pass $f_{OUT}$. $C_{COUP}$ will have a high $X_C$ (50 to 200), and can readily be replaced by an equally high reactance inductor for harmonic suppression.

Depending on the frequencies of oscillation chosen, a varactor of sufficiently high value may not be available. This can be overcome by increasing $L$, which will allow $D_1$ to be decreased in value.
With the proper wide tuning varactor for $D_1$, a tuning bandwidth of 100 percent can be accomplished by employing a 10-to-1 capacitance hyperabrupt varactor, along with the proper tuning voltage range for $V_{\text{CNTRL}}$. However, when the VCO is used in this wideband mode, its output power will begin to decrease as the $f_{\text{OUT}}$ increases. This is not a problem in less demanding VCO applications, or in a more narrowband (<50 percent tuning range) mode.

An MMIC version is shown in Fig. 4.19. It utilizes the same design equations for the resonator and varactor sections as does the above BJT design. The bias network and transistor is simply replaced by a high-frequency MMIC, along with its own bias network. The MMIC must, however, supply a 180 degree phase shift from its input to its output (which is the most common MMIC configuration).

**Integrated $LC$ and VCO oscillator (Fig. 4.20).** Integrated circuits are now being manufactured that can be made to function as an LO or as a VCO by simply attaching a few external components. One such oscillator IC is the Maxim MAX2620, which can operate anywhere between 10 and 1050 MHz with low phase noise ($-110 \text{ dBc/Hz at } 25-\text{kHz offset}$). It has a built-in integrated output buffer and a low-voltage power supply ($+2.7$ to $+5.25\text{V}$) for low power consumption (27 mW at a 3-$\text{V}_{\text{CC}}$). The MAX2620 can also be employed differentially to supply an IC mixer with an LO, or as an unbalanced oscillator to feed a double-balanced mixer.

**Varactors and VCOs.** When varactors are used in a VCO circuit, a high-value resistor (50 to 100 kilohms) is always placed in the varactor bias line between

---

**Figure 4.19** A complete MMIC VCO circuit.
The resistor is utilized to isolate the very small value of the varactor's capacitance and prevent it from being affected by the rest of the circuit's stray reactances, as well as the high value of any decoupling capacitor. This permits the varactor to maintain its desired capacitance value even while attached to a highly reactive control circuit.

An effect called varactor modulation can significantly degrade phase noise performance of the VCO. Varactor modulation is worsened when a more sensitive varactor is utilized, with more phase noise now contributed to the output of the VCO. This will not be as much of a problem in VCOs that tune only over a narrow range of frequencies, but can become significant with wideband VCOs employing highly sensitive varactors, such as the hyperabrupt types. In this wideband VCO application the varactor has, as it must, a wide capacitance shift when presented with a relatively low tuning voltage (high sensitivity), so any small noise or varactor control voltage variation will generate a large frequency modulation. This varactor modulation noise can be lessened by a less sensitive varactor, or by having a less wide-tuning VCO requirement.

Figure 4.20  The Maxim oscillator integrated circuit with support components.

$V_{\text{CNTRL}}$ and the varactor.
4.2.4 Testing LC oscillators

To confirm proper operation of the physical prototype:

1. Supply the oscillator with its nominal $V_{cc}$. Only the fundamental frequency and its harmonics (at 10 dBc or less) should be present at the oscillator’s output. Spurious small-amplitude signals from external EMI entering the oscillator may be present, and are usually acceptable. In a fundamental (nonmultiplied) oscillator, there should be no subharmonics ($0.25f_0$, $0.5f_0$, etc.) at the output due to parametric oscillations.

2. Smoothly change the voltage of the oscillator’s $V_{cc}$ from 0 V to the maximum safe operating voltage. During these changes, both up and back down again, there should be only uniform variations in the oscillator’s output frequency and power, with no unexpected jumps—except at some low $V_{cc}$ where oscillations will cease.

3. In a VCO, any tuning voltage that is applied to the varactor diode should show up as a smooth oscillator output frequency—with no severe power dips or peaks—across its full monotonic tuning range.

4. The oscillator should function within frequency, power, and harmonic specifications when operated over wide temperature, load, and vibration deviations.

4.2.5 LC and VCO oscillator issues

Oscillator output coupling. There are multiple ways of coupling the oscillator’s output signal into another device, with different power, phase noise, and 50-ohm match conditions. Since it is impossible for most oscillators to supply a perfect match ($50 + j0$) directly into the next stage without decreasing the gain margin to dangerously low levels (and even to the point of quenching oscillations completely), a compromise must be found. The following examples are all of the viable options for coupling power out of an oscillator, depending on requirements:

1. Tapping the output of the oscillator with a directional coupler is simple when practiced with narrow tuning VCOs and with crystal oscillators. This method will allow medium output power (depending on the dB coupler chosen), great phase noise, and a good 50-ohm match at the coupler’s output.

2. Tapping the output of the oscillator with a high-reactance capacitor or inductor (50 to 200 ohms for a BJT), followed by a 50-ohm 10-dB pad into a discrete common-emitter or MMIC amplifier, will supply medium to high power, with good phase noise and a very good 50-ohm match at the amplifier’s output.

3. Tapping the oscillator’s output with a low-reactance coupling capacitor ($X_c < 1$ ohm) into a high-impedance common-collector buffer amplifier will supply medium power, poor phase noise (phase noise is created by complex interactions between the oscillator and its less-than-perfect match to its buffer), and a good to excellent 50-ohm match at the buffer’s output.
4. Tapping the oscillator’s output with a high-reactance capacitor or inductor (50 to 200 ohms for a BJT) into a 50-ohm 6-dB pad will supply low output power, good phase noise, and a medium 50-ohm match at the pad’s output.

During the simulation stage, always attach the oscillator’s load (normally 50 ohms), and its output coupling reactance (normally $C_{COUP}$), to the oscillator’s output as a final test that the open-loop gain will not be degraded excessively by the inclusion of this load. Attach the Bode plotter’s input between the transistor’s collector and $C_{COUP}$, and not between $C_{COUP}$ and the oscillator’s load.

Harmonics out of an oscillator’s output can reach high levels, depending on loop gain and especially on where the output itself is taken. The higher the loop gain, the deeper the oscillator goes into saturation and cutoff, and the higher the harmonic output. However, a decent loop gain is vital for dependable operation over temperature and parts variations. Taking the power at different locations will make a relatively large contribution to the final output power and harmonic generation of the oscillator because, as shown in the standard feedback LC oscillator of Fig. 4.21, tapping the power at point A will give the highest output power, but will result in significant harmonic output since the resonator has not had a chance to filter its output yet. Taking the power as shown in Fig. 4.22 at point B will result in a filtered output, with the harmonics considerably lower than at point A. The tapping, whether it be at point A or...
B, should load the resonator as lightly as possible to prevent frequency changes and an excessively decreased gain margin.

The attenuation of harmonics will also be helped by coupling the energy out of the oscillator with an inductor, since the inductor’s reactance increases with frequency, thus decreasing harmonic output. If an inductor is chosen to couple power out of an oscillator, then a blocking capacitor \( (X_c < 1 \text{ ohm}) \) will be required in most applications to prevent DC from entering or exiting the stage. A single coupling capacitor is cheaper and smaller than the required inductor/capacitor combination, and so is more common in low-cost applications.

The higher the gain margin of an oscillator, the higher will be the allowed output power that can safely be coupled out to a load, since a high gain margin will have more room to fall before it becomes dangerously low within the feedback loop. This means that a decreased coupling reactance can be utilized \( (X \approx 50 \text{ ohms}) \) for a power output that is not too low for your particular application.

Adding a 6- to 10-dB pad between a VCO coupled output and its amplifier, filter, or mixer stage is normally required to prevent reflections from occurring back into the oscillator. The pad will decrease phase noise and load pulling, which are critical parameters in most LO applications.

**Oscillator output power.** RF power out of a Class A oscillator (or amplifier) can be calculated by taking the transistor’s maximum \( V_{CE} \) peak voltage swing and subtracting the minimum peak \( V_{CB} \) swing, then multiplying this by the maximum \( I_c \) peak minus the minimum \( I_c \) peak, and dividing by 8:

\[
P_{RF} \text{ (in mW)} = \frac{(V_{CE\text{MAX}} - V_{CE\text{MIN}}) (I_{C\text{MAX}} - I_{C\text{MIN}})}{8}
\]

This formula demonstrates that the wider the voltage swing between the collector and emitter, and/or the wider the collector current swing, the higher the output power in any Class A–biased active device.

Basically, an oscillator will output close to the power of the transistor’s P1dB when the DC bias is set for this maximum output power. Any output pad at the oscillator’s output must, of course, be subtracted from this value; while any buffer amplifier’s gain must be added. However, high oscillator loop gain will not always mean higher output power dB for dB, since the oscillator may be reaching hard saturation and cutoff at every cycle. But the power that can be tapped from the oscillator will be approximately the P1dB of the transistor, with the actual available output power being lowered by the reactance of the coupling capacitor or inductor. Yet, if loop gain is excessively low, the available output power of the oscillator—before any power is tapped for the load—will be something less than the P1dB of the transistor.

Biasing the oscillator at higher than normal quiescent current levels, and using a higher-frequency transistor, will increase the oscillator’s output power. Nevertheless, the higher the output power of an oscillator, the more difficult it can become to prevent frequency drift due to heat buildup during warm-up and operation.
Efficiency of an oscillator stage is of great interest in battery-operated devices. When combined with the DC power dissipation created by the static bias current and the voltage across the collector, or \( P_{DC} = V_{CC}I_C \), then we get the efficiency of the Class A gain stage of the oscillator, or \( \frac{P_{AC}}{P_{DC}} \times 100 \) = power efficiency in percent.

**Other considerations.** If an amplifier is used at the output of an oscillator to increase its output power, the oscillator’s phase noise performance will only deteriorate if the amplifier’s thermal noise is higher in amplitude than the oscillator’s own phase noise.

To prevent undesired amplitude and frequency modulation of the oscillator’s output, the \( V_{CC} \) should be heavily filtered, and the oscillator’s \( LC \) resonator should possess a high loaded \( Q \). If filtering is insufficient, then the \( V_{CC} \) may require its own voltage regulator, which should be of the low-noise type.

The minimization of all noise in an oscillator is quite important in today’s wireless market. To reduce flicker (1/f) noise in an oscillator, a small emitter resistor of a very low value (10 to 20 ohms, and not bypassed by a capacitor) will function to eliminate most 1/f noise in low-frequency oscillators. This type of noise does not appear to be a problem over any frequency above 5 MHz. However, to lower the oscillator’s other noise outputs irrespective of 1/f noise, a transistor that has a low NF, and a biasing network that does not use any emitter resistor, should be employed. This is similar to standard LNA design procedures.

As well, a packaged VCO purchased from a vendor must be terminated into a 50-ohm load, or deleterious reflections will degenerate oscillator performance, particularly phase noise. The most common method to guarantee that this matching occurs is to use a 50-ohm pad at the VCO’s output of 6 to 10 dB (some VCOs have these attenuators built in, and do not require extra padding).

**Important \( LC \) oscillator terms**

*Frequency stability*—Measurement, in MHz/°C, of the frequency variation of a VCO while the ambient temperature is varied.

*Harmonic rejection (or suppression)*—Measured in relation to the power, in dB, below the carrier (dBc) of all harmonically related frequency products.

*Input capacitance*—Measurement, in picofarads, of the VCO’s DC tuning input capacitance. Important in phase-locked loop (PLL) filter design.

*Modulation sensitivity*—A VCO parameter, measured in MHz/V, that specifies the frequency change per input DC tuning voltage (not a completely linear frequency measurement versus DC tuning range).

*Phase noise*—Oscillators are not perfect single CW frequency sources, but possess phase noise. Phase noise is similar to a modulated spectrum created by a virtual noise source that is phase modulating the desired CW signal.

*Posttuning drift*—An undesirable slow alteration in a VCO’s frequency that occurs after the VCO changes its output frequency after commanded to do so by the DC tuning voltage.
Pulling—A parameter that specifies the shift of frequency and/or power when the VCO is in an output impedance mismatch condition.

Pushing—The variation in frequency or amplitude that occurs to a VCO due to changes in $V_{cc}$ is measured in MHz/V or dB/V, respectively.

Spurious signals—Undesired and nonharmonically related CW power output spikes present in a VCO’s output.

4.3 Crystal Oscillators

4.3.1 Introduction

Since modern wireless communications equipment could not function properly with the extreme drift present in even the finest $LC$ sinewave oscillator, it was necessary to develop crystal-controlled oscillators. In today’s world of limited bandwidth and tight channel spacing, not only would an RF transmitter drift and interfere with adjacent channels, but its signal would be unreadable as it moved into and out of the passband of the receiver, creating changes in the volume, pitch, and distortion levels of an analog radio and degrading BER levels in a digital system. And the lack of any serious receiver frequency stability in the LOs would only contribute to this problem. Automatic frequency control (AFC) is one answer, as is the PLL, which, however, would not be able to function properly without a high-quality crystal oscillator as its reference. For a fixed-frequency RF source under a center frequency of 200 MHz, the crystal oscillator is the dominant choice.

A crystal oscillator requires only four things to precisely oscillate at a stable frequency and amplitude:

1. The loop gain must be $+1$ (but greater than 1 to start).
2. The oscillator circuit’s impedance must be equal to its crystal’s internal resistance.
3. The oscillator circuit must not drag down the $Q$ of the crystal excessively.
4. The total oscillator circuit feedback phase must be zero degrees from output to input.

A crystal is the perfect choice for operation in an oscillator because it will vibrate at its own natural resonant frequency if an alternating signal at that same frequency is placed across the crystal, basically functioning as an ultra-high-$Q$ series resonant circuit.

The most common crystal material used in oscillators is quartz because of its low cost, strength, and thermal stability. However, crystal-based oscillators can not easily change frequency, except by a few hundred hertz with a capacitive trimmer in parallel, or in series, with the crystal element.

The maximum frequency a crystal can reach on its fundamental is 200 MHz, and this only by using specialized inverted mesa methods. But most common
crystals can reach only up to 20 MHz, yet can attain much higher frequencies on harmonic and/or overtone oscillator operation. For example, a harmonic crystal oscillator, with its output tank circuit tuned to one of these harmonics, can have an output at the crystal’s second, third, fourth, etc., harmonic, yet the crystal itself is really only operating at its lower fundamental frequency. When operated as an overtone crystal oscillator, the crystal must actually vibrate at high harmonic (overtone) frequencies, and will work only at one of its odd harmonics—such as its third, fifth, or seventh—with the output tank circuit tuned to this chosen frequency. Overtone crystal oscillators normally require a special overtone crystal when operated in this mode.

As stated above, the crystal functions as a very high-$Q$ series resonant circuit with high temperature stability and very narrow bandwidth (as the high-$Q$ designation would indicate), with the crystal looking to the rest of the oscillator’s circuit as shown in Fig. 4.9. $R_s$ is the resistance of the crystal during series resonance, while $L_m$ is the motional inductance, $C_m$ the motional capacitance, and $C_0$ is the capacitance between the crystal’s holder or, in a modern crystal, its plated electrodes. In fact, $C_0$ at VHF and above has so decreased in reactance that it has effectively shorted the output of the crystal to its input; this problem can be mitigated by resonating a small value coil in parallel with $C_0$.

Most oscillators will operate in series resonance mode, with the values of $L_m$ and $C_m$ governing the resonant frequency of the crystal. At series resonance the crystal is resistive with no reactances, since $X_L = X_C$, and can be described as:

$$f_s = \frac{1}{2\pi \sqrt{L_mC_m}}$$

As mentioned above, fundamental crystal operation usually peaks out at 20 MHz. This is due not only to the dangerously decreasing thickness of the crystal, but also to its decreasing $R_s$. The crystal’s $R_s$ can decrease to 10 ohms at 20 MHz on its fundamental, while the crystal in seventh overtone mode can reach 180 MHz with an $R_s$ of 80 ohms. This demonstrates why many oscillators must run in overtone modes, which allow the crystal to be more easily impedance matched at higher operational frequencies.

$L_m$, whose value is based on the mechanical mass of the quartz crystal, can vary in inductance anywhere between 3600 mH at 1.5 MHz to 10 mH at 20 MHz. $C_m$, whose value is based on the actual stiffness of the quartz crystal, the size of the electrodes, and the size of the quartz, can vary anywhere between 0.007 pF at a fundamental frequency of 1.5 MHz to 0.02 pF at its fundamental frequency of 20 MHz. But when a crystal is operated on an overtone, the $C_m$ will decrease. The designer can choose the value of the $C_m$ desired, and the $L_m$ will then be:

$$L_m = \frac{1}{4\pi^2 f_s^2 C_m}$$
$C_0$ is a capacitance value that can be measured across a crystal at rest, and does not vary with frequency of operation nor with the number of its overtone, but only by the crystal’s distance between its electrodes and the electrode’s area. This value will normally be between 2 to 8 pF. The lower the value, the better for oscillator operation.

Various crystal specifications can greatly affect an oscillator’s performance. The frequency accuracy of a crystal, while at room temperature in an oscillator test circuit, can vary from ±5 to ±100 ppm. The lower this value, the more accurate the oscillator’s output frequency will be at 25°C, and the more costly the crystal. Frequency stability over some chosen temperature range is another specification, important to maintaining frequency accuracy under varying ambient and internal temperatures.

Aging affects the crystal’s frequency accuracy over time, and can change this accuracy by as much as 6 ppm during a 12-month period—or as little as 0.75 ppm, depending on the type of package, crystal quality, crystal stresses, temperature, and frequency. However, the aging of a crystal will mostly occur within its first year; after which the rate will slow down to perhaps one-fifth its first year’s value. For instance, a crystal might age 2 ppm over the first year and only 4 ppm over the next 10-year period.

4.3.2 Types of crystal oscillators

Since there are so many different circuit designs available, we will focus on only the most common crystal oscillators, such as the Hartley crystal oscillator of Fig. 4.23, the Colpitts crystal oscillator of Fig. 4.24, and the Pierce crystal oscillator of Fig. 4.25. As we can see, the crystals for the first two oscillators are placed in series in the transistor’s feedback path, and, as a crystal has a very high $Q$ (in excess of 75,000) and will thus have a very narrow bandwidth (BW = $f_r/Q$), only the tight band of frequencies within the crystal’s natural resonance will actually pass onto the phase-shifting circuits, and will thus be in-phase at the oscillator’s input. In fact, feedback that is off frequency by even the smallest amount will be rigorously attenuated, decreasing the level of the transistor’s feedback, forcing the oscillator to return to its desired frequency. The phase-shifting network for the Hartley and Colpitts oscillators is the $LC$ tank components, while the Pierce crystal oscillator employs a slightly different method of operation.

In the Pierce oscillator, a series resonant crystal has been substituted for the inductor of the Colpitts. Since at series resonance a crystal will display only a small, pure resistance to the oscillator’s feedback from its output to its input, but will exhibit either a capacitive or an inductive element if not within this small window of series resonance, this will allow the 180 degree phase shift required for positive, oscillatory feedback. However, this point is usually shifted slightly higher in frequency than as marked on the series resonant crystal by about 50 ppm. In other words, the Pierce will oscillate by a very small amount higher in frequency than may be expected by the crystal’s marked frequency (more on this below). This action forces the Pierce oscillator to stay accurately on frequency in low-power, medium-frequency applications.
Figure 4.23  A type of Hartley crystal oscillator circuit.

Figure 4.24  A type of Colpitts crystal oscillator circuit.
4.3.3 Designing crystal oscillators

Designing crystal oscillators by the following design procedures, while verifying their operation as described in Sec. 4.1, “Oscillator Simulation,” will permit the engineer to design and construct stable and reliable oscillator circuits for a variety of uses. Because of the low frequencies of some of these oscillators, we can employ a Spice simulator—instead of a linear simulator—if the transistor’s S-parameter models are not available. The simulation technique is the same for either case.

**Pierce crystal oscillator design (Fig. 4.26).** The following design functions quite well from 600 kHz to 30 MHz, and uses a crystal that is in series resonance. However, since a Pierce oscillator will actually oscillate at a frequency that is 20 to 50 ppm above the crystal’s marked series resonant frequency, the crystal itself can be specified to the crystal manufacturer as “parallel resonant.” This will simply tell the manufacturer to build the crystal with a series resonant frequency that is approximately 90 to 100 ppm lower than a crystal specified at its series resonant frequency (both crystals are exactly the same except for this slight frequency modification). The parallel resonant designation will permit the Pierce to be slightly tweaked to operate at exactly the frequency marked on the crystal’s can by the mere inclusion of a small variable capacitor shown as $C_3$ [or by a varactor circuit for a simple voltage-controlled crystal oscillator (VCXO)]. This adjustable capacitor, which is in series with the crystal, can also
be utilized even if a **series** specified crystal is employed, but in this case it will vary the frequency of the oscillator from about 5 ppm to around 50 ppm *above* the marked series resonant frequency. However, since the impedance increases as the crystal gets closer to its true parallel resonant frequency (which is always above its series resonance frequency)—whether in series or “parallel” mode—the feedback gain will begin to decrease as the frequency of the oscillator is tweaked upward. Thus there will be a point reached where the feedback gain will decrease so much so that oscillations are no longer possible. This is why it is prudent to maintain the frequency of the oscillator as close to the actual series resonant frequency of the crystal as possible, without excessive tweaking; whether or not it is a series or “parallel” crystal.

If the oscillator’s designer does not supply the crystal manufacturer with what is called the **load capacitance** ($C_L$) for a “parallel resonant” crystal, the manufacturer will assume it to be around 30 pF. The load capacitance is simply the load that the crystal will see when placed in the oscillator circuit, and slightly affects the accuracy of the “parallel” crystal’s marked frequency. It can easily and more accurately be computed in a Pierce oscillator by:

![A Pierce crystal oscillator circuit showing feedback loop and load for design equations.](image-url)
Specifying the crystal in its series resonant mode will not require the above formula, and even a “parallel” crystal will be fine for most applications without this \( C_L \) specification—unless extreme frequency accuracy is required.

Obtain the crystal’s motional capacitance \( C_M \), motional inductance \( L_M \), series resistance \( R_s \), and parallel plate capacitance \( C_p \) from the manufacturer for the crystal’s frequency of operation, type of holder, and cut (typically AT). This will allow us to utilize the equivalent circuit of Fig. 4.9 to model the crystal in the linear circuit open-loop simulation program as a simple \( LCR \) circuit.

The Pierce oscillator is meant to work only on the crystal’s fundamental-mode series resonance, but can function with overtone crystals if \( C_1 \) is replaced with a parallel resonant tank that is tuned midway between the desired overtone and the overtone just below it (Fig. 4.27). In this case, the crystal manufacturer must be told if the crystal is being run out of its fundamental mode.

Choose a transistor with a much higher \( f_t \) than required for the oscillation frequency \( 5f_r \), and with a very high gain as well. The high \( f_t \) is required to assure as close to a 180 degree phase shift from the transistor’s input to its output as possible, while the high gain is necessary because of this oscillator’s rather high loop losses.

\( R, C_1, XTAL, \) and \( C_2 \) of Fig. 4.26 form a 180° phase-shift network, while \( R \) is also the feedback control element employed to place less stress on the crystal. As mentioned, the Pierce oscillates just slightly above the series resonant frequency of a series crystal, so \( C_3 \) is included to tune the oscillator toward the series XTAL frequency (but the oscillator can never quite reach it). By increasing \( C_3 \)’s capacitance, the frequency is lowered closer to the desired \( f_r \) of the oscillator, while decreasing \( C_3 \) increases the \( f_r \) further away from the series resonance of the crystal. \( R_{VCC} \) and \( C_{BYPASS} \) act in the decoupling role, while \( R_p, R_{VCC}, \) and \( R_C \) are the oscillator’s bias resistors. \( C_{COUP} \) is used to couple power out of the oscillator into a 50-ohm load—without loading the oscillator down below a safe gain margin. If \( C_{COUP} \) is not of a high enough reactance value, the oscillator’s feedback may become too low to maintain, or even begin, oscillations (see “Oscillator output coupling” in Sec. 4.2.5). Since the open-loop output and input impedance of a Pierce crystal oscillator are higher than 50 ohms, set the linear software simulator’s termination impedances to about 300 ohms for more accurate results.

Follow these design equations to complete:

1. \( C_{BYPASS} = C_C \leq 1 \text{ ohm}(X_C) \)
2. \( C_1 = C_2 = \left[ 2000 \text{ pF}/(10^{-6} \times f_r) \right] \times C_{FACTOR} \)
   \( (C_{FACTOR} = 0.5 \leq 1 \text{ MHz}; 0.7 \leq 3 \text{ MHz}; 0.6 \leq 2 \text{ MHz}; 0.8 \leq 4 \text{ MHz}; 0.9 \leq 6 \text{ MHz}; 1 \geq 8 \text{ MHz}) \)
3. \( C_3 = 0 \) to 6 pF trimmer
4. \( R = R_C = \frac{3}{2} \pi f C_1 \)

5. \( V_{CE} = \) value in the S-parameter files for the transistor chosen, or as desired if in Spice

6. \( I_C = \) value in the S-parameter files for the transistor chosen, or as desired if in Spice

7. \( R_{VCC} = \frac{(I_C R_C) + V_{CE}) - V_{CC}}{I_C} \)

8. \( R_f = \beta \left[ \frac{(V_{CE} - 0.6)}{I_C} \right] \)
Increase reactance value of $C_{\text{COUP}}$ to decrease coupling power output to load; decrease reactance value to increase coupling. Start with 50- to 200-ohm $X_C$ for a 50-ohm load, then simulate to confirm proper loop gain.

**Pierce overtone crystal mode oscillator (Fig. 4.27).** It may be necessary to employ a lower-frequency crystal than what is required in our design because of crystal cost or availability issues, or we may simply want a higher-frequency oscillator than can normally be obtained by running a crystal in its fundamental mode. A problem encountered in high-frequency crystal oscillator design is that as the frequency of the oscillator is increased, the crystal’s internal resistance decreases, and a point is soon attained where it becomes troublesome to obtain a suitable impedance match for the crystal within the oscillator’s circuit. This demands running a crystal at one of its overtone frequencies, which increases the crystal’s series resistance, as well as more frequency accuracy and stability. However, we must always choose a crystal that has been cut specifically for overtone operation.

To design a Pierce overtone oscillator:

1. $C_{\text{BYPASS}} = C_C \leq 1 \text{ ohm} (X_C)$
2. $C_2 = 2000 \text{ pF/(}1\mu \times f_o\text{)} (f_o$ is the actual overtone frequency we wish output from the oscillator, and not the crystal’s much lower fundamental frequency).
3. $C_3 = 0$ to 6 pF trimmer.
4. $R = R_C = 3/2\pi f_o C_1$
5. $V_{CE} =$ value in the $S$-parameter files for the transistor chosen.
6. $I_C =$ value in the $S$-parameter files for the transistor chosen.
7. $R_{VCC} = \frac{(I_C R_C + V_{CE}) - V_{CC}}{I_C}$
8. $R_f = \beta [(V_{CE} - 0.6)/I_C]$
9. Increase the reactance value of $C_{\text{COUP}}$ to decrease coupling; decrease the reactance value to increase coupling. Start with 100- to 200-ohm $X_C$ for 50-ohm load and simulate.
10. Use proper overtone crystal (*odd modes only*), while modeling the crystal’s equivalent circuit values according to the manufacturer’s specifications for the overtone and frequency required in the linear software simulator program.
11. $L_1$ and $C_1$ will be a tank circuit resonant at:

$$f_{\text{mid}} = \frac{1}{2\pi \sqrt{L_1 C_1}}$$
with $f_{\text{mid}}$ being a frequency that is approximately midway between the desired harmonic that we wish to output and the next lowest odd harmonic (of the fundamental) that is below this desired output harmonic.

Example: A frequency of 133 MHz is required. Design the Pierce overtone oscillator to function at 133 MHz with a 19-MHz crystal. In other words, the crystal will operate at its seventh overtone of 133 MHz, but has a fundamental resonant frequency of only 19 MHz. Choose $L_1$ and $C_1$ so that $f_{\text{mid}}$ (in this case 114 MHz) is resonant or:

$$114 \text{ MHz} = \frac{1}{2\pi \sqrt{10 \text{ nH} \cdot 195 \text{ pF}}}$$

Now tune $L_1$ for the maximum power at the desired overtone. The $C_1, L_1$ tank will resonate at somewhere in the vicinity of 114 MHz, but the oscillator will output 133 MHz, or the seventh harmonic of 19 MHz.

### 4.3.4 Crystal oscillator issues

The different crystal oscillator circuit configurations employed in circuit design are required because of the various impedance levels found at different frequencies of oscillator operation. Since a crystal’s internal series resistance can be as low as 20 ohms at 25 MHz, all the way up to 0.25 megohms at 500 Hz, special circuit designs are required to efficiently match and drive the crystal at these resistance values. The Pierce circuits above will be almost ideal for the majority of crystal oscillator needs in most wireless systems.

Any oscillator crystal in RF circuits should be calibrated to 5 or 6 decimal places in order to supply an accurate frequency for most LO applications. A crystal with less accuracy, especially at high frequencies, can result in an oscillator that can become unstable as a result of the huge frequency adjustments that must be made.

Oscillator start-up time is directly correlated to the $Q$ of the oscillator’s resonator, so the higher the $Q$ the longer the start-up time. Crystal oscillators, with their ultrahigh $Q$, have prolonged start-up times up to, and sometimes surpassing, 100 mS. Start-up time will also be affected by the bias network of the oscillator’s active device, since the bias network must reach its steady-state value before reliable oscillations will occur. Thus the $RC$ time constant of the bias network can substantially slow down the onset of oscillations.

Obviously all passive and active components must be rated above the oscillator’s frequency of operation, as well as the oscillator’s voltage, current, or power. The inductors and capacitors must not have any series or parallel resonances that will interfere with oscillations, and the active element must have a gain that is more than sufficient to sustain oscillations at the frequency of operation.

Board layout is another critical aspect to proper oscillator operation (see Sec. 10.3, “Wireless board design”).
SAW-based oscillators are becoming more popular in the VHF and above regions, and are similar in design and concept to crystal oscillators. However, surface acoustic wave (SAW) devices are limited in design usefulness; unless the center frequency is a common one, no SAW resonators are available without an expensive custom production run. And the initial frequency stability, temperature stability, Q, and aging characteristics are many times worse than those of an average crystal resonator. Nonetheless, replacing crystals with SAW resonators makes it possible to operate at very high frequencies of up to 2 GHz, and with powers of up to +22 dBm at 500 MHz.

Depending on the application, a crystal oscillator may require higher frequency accuracy over temperature than a normal noncompensated crystal oscillator (XO) can supply. This will demand that some type of compensated device be used, such as a temperature-controlled crystal oscillator (TCXO) or an oven-controlled crystal oscillator (OCXO). However, increased size, cost, current consumption, and complexity are the tradeoffs if such a compensated oscillator is to be adopted. And, depending on the angle of the cut for AT crystals, frequency stability over a desired temperature range can be optimized for an uncompensated crystal oscillator, sometimes making compensated oscillators unnecessary: Frequency stabilities of ±5 ppm from +25 to +70°C are possible with the appropriate AT cut angle in an XO. Wider temperature variations than this will quickly degrade an AT cut's frequency stability dramatically (down to ±20 ppm from −40 to +80°C), necessitating the use of a TCXO, or even an OCXO.

Most of the components making up any oscillator are temperature sensitive, especially important being the crystal and the ceramic capacitors of its resonator network. Even the finest crystal oscillator, if built with poor or inappropriate ceramic capacitors, may have unacceptable frequency drift. In a well-designed oscillator, the majority of the long and short-term frequency drift should originate only from within the crystal—and any circuit that adds more than double the drift of a lone crystal is improperly designed. The use of incorrect temperature-compensating ceramic capacitors, or capacitors with poor temperature tolerance versus capacitance, can destroy frequency stability of an otherwise good oscillator. However, if high frequency stability of better than a few ppm is required, then both the crystal and the entire oscillator circuit itself must be ovenized within an OCXO. The OCXO ovenizes not only the crystal, but all of the temperature-sensitive components. It has the highest stability commonly available in compensated crystal oscillators, with better than 0.001 ppm being common with SC-cut or AT-cut crystals over a wide temperature range. The oscillator itself is kept in a temperature-controlled oven that maintains the crystal and circuits at a temperature that is 10°C above the highest specified ambient temperature. The OCXO can even be tuned very slightly (by a few ppm) by a small screw located within the case. However, OCXOs are high in cost, consume much more current than a standard oscillator, have a certain warm-up period to reach full frequency accuracy, and may have poor aging characteristics because of the high heat that the crystal is constantly subjected to.
The TCXO is a highly temperature stable crystal oscillator, with better than 1 ppm stability. TCXO’s make use of a temperature sensor, normally a thermometer, which generates a correction voltage to the TCXO’s compensation network, a varactor diode, which then overpowers the frequency drifting effects of the changing temperature within the oscillator’s circuits. TCXOs are lower in cost, with significantly less current requirements than an OCXO, and warm up nearly instantaneously.

4.3.5 Testing and optimizing crystal oscillators

To test and optimize the completed physical oscillator for start-up and proper functioning (frequency, amplitude, spurs, etc) under most real-world conditions as expected in normal operation, duplicate the following tests and optimization procedures.

1. Connect the closed-loop oscillator to a spectrum oscillator.

2. Confirm that the oscillator reliably starts at room temperature by turning it on and off a number of times. Cool the circuit with a canned cooler and repeat. Heat the circuit with a heat gun set on low and repeat.

3. Test for the expected output:
   a. Check that the oscillator frequency is stable at room temperature, and that it is stable during and after the above heat/cool test.
   b. Check for close-in spurious responses.
   c. Check the approximate phase noise level (see “Phase noise tests” on p. 94).
   d. Check that the amplitude is as expected, and that it is stable over time.
   e. Check for any wide-ranging spurious responses and excessive harmonic levels.

It will normally be necessary to improve the amplitude, stability, starting, and spectral purity of the oscillator by tweaking for optimum performance: Change the L/C or R/C ratio; vary the transistor’s bias current; tweak any tuning capacitor in series with the crystal. Perform until an optimum point is reached that satisfies your required specifications. Always send the oscillator through the full complement of starting, frequency, amplitude, and spurious response tests after any tuning procedure is completed.
Chapter 5

Frequency Synthesizer Design

A method of combining the wide tunability of LC oscillators with the high frequency stability of crystal oscillators is a necessity in modern wireless communications design. We find both of these abilities in frequency synthesis, which is a method of generating a multitude of exceptionally accurate frequencies from a single, low-frequency crystal oscillator. It is the dominant technique for variable-frequency production in most receivers, transmitters, transceivers, and test equipment today.

By far the most widespread method of frequency synthesis is implemented by the phase-locked loop (PLL); but a newer technique, referred to as direct digital synthesis [DDS; sometimes called a numerically controlled oscillator (NCO)], is becoming increasingly prevalent in certain applications. We will concentrate on the PLL, which is easier to design, more versatile, and much higher in frequency.

5.1 Phase-Locked Loops

5.1.1 Introduction

The majority of frequency synthesis is derived from the phase-locked loop. Figure 5.1 demonstrates all of the vital circuits that make up a common single-loop PLL synthesizer: A low-frequency crystal oscillator feeds a reference frequency into the R divider, which decreases the reference frequency to equal the desired $f_{\text{COM}}$ out of the $N$ adjustable frequency divider, with the R divider allowing for different channel spacings. The reference frequency out of the R divider is then inserted into the phase comparator, which compares the phase of the R divider to that of the $N$ adjustable frequency divider. The adjustable $N$ frequency divider receives its own input frequency from the VCO’s output, dropping it down to a lower frequency that must be equal to the R divider’s output. As the phase comparator is comparing the two frequencies at its input from the $N$ and R dividers to see if they are of the same phase, it will produce a rectified
DC correction voltage at its output into the low-pass PLL loop filter if these two frequencies differ. This filter eliminates any AC variations and noise products, placing the now pure DC directly into the VCO's frequency control input. The all-important loop filter is required to filter powerful phase comparator constituents at the comparison frequency \( f_{\text{COM}} \) and its harmonics, since if these responses actually got through to the VCO they would adversely modify its stability. The varactor diode’s bias within the VCO is affected by this DC control voltage, which immediately forces the VCO back on frequency if it has drifted off. These actions permit a frequency source to be adjustable over many discrete frequencies, but with the stability of the crystal oscillator reference.

The adjustable \( N \) frequency divider of the PLL is usually controlled by the operator through a front radio panel knob, or automatically by system commands. A microprocessor will normally supply digital control words to the PLL through a serial, but sometimes even a parallel, bus (see below) to change frequency. The microprocessor can also be employed to decode and drive display circuits to inform the radio operator of the exact channel of transmit or receive. 

Premixing (Fig. 5.2) of a synthesizer can be used to obtain a higher frequency from a lower frequency PLL. The output of the PLL and a crystal oscillator can be fed into a mixer, and filtered by a bandpass filter to attain the sum of these two frequencies. Frequency multiplying of the PLL's output, at the expense of higher phase noise and degraded frequency channel resolution, can also be utilized to increase the PLL's output frequency.

A widespread manual PLL tuning scheme is shown in the circuit of Fig. 5.3. It has a shaft encoder, a microprocessor, the display with its driver, and a PLL chip with loop filter and VCO. Rotated by the radio operator, the tuning knob turns an optical or magnetic encoder that has two voltage outputs, A and B. The A output is a square wave in quadrature phase (90 degree phase shifted) to the B square wave output. The A output is connected directly to the microprocessor’s interrupt line; when the A output from the encoder produces a falling edge, an interrupt will occur. The microprocessor will then immediately look at the B output to see if it is a 1. If it is, then the microprocessor considers that the knob has been rotated clockwise. The microprocessor will then increment the PLL's \( N \) divider by 1, increasing the output frequency, and update the frequency display appropriately. However, if \( B \) is a 0, then the microprocessor considers that the knob has been rotated counterclockwise, and the microprocessor decrements the PLL's \( N \) divider by 1, decreasing its output frequency.

Even though the PLL circuit in general obviously has many advantages, such as a much higher possible operating frequency than a crystal oscillator, is tunable in discrete steps, and is as stable as the reference source (which is usually a simple 10-MHz crystal oscillator), PLLs are far inferior to crystal sources when it comes to phase noise specifications. This can be a problem in digital wireless communications.

Most PLL chips are of the charge-pump type (Fig. 5.4). The charge pump outputs a current of steady amplitude, but with changeable duty cycle and
Figure 5.1 A simple phase-locked loop frequency synthesizer.
polarity, into the PLL filter, which then converts this charge pump output into a DC control voltage for the VCO. The charge pump PLL permits the use of a passive filter, which is cheaper and adds little extra noise, unlike an active op-amp based loop filter.

A few words about prescalers. Prescalers (Fig. 5.5) take the high frequency of the VCO and divide it down to a more manageable lower frequency in the $N$ divider section: The VCO frequency is fed into this prescaler, which divides the frequency down to $P + 1$, in which $P$ stands for the size of the prescaler. At each of these $P + 1$ cycles, $A + B$ counters decrement by 1. This creates a count of $A(P + 1)$ and $(B - A)P$, which makes $N = A(P + 1) + (B - A)P$, or $P(B + A)$.
Figure 5.4 A complete phase-locked loop with filter, VCO, and reference.
$N$ is not permitted to be less than $P(P - 1)$, and if $N$ is less than $P(P - 1)$, then $B \geq A$, with:

$$B = \frac{N}{P} \quad \text{and} \quad A = N - BP \quad \text{and} \quad N = \frac{f_{\text{OUT}}}{f_{\text{COM}}}$$

The final outcome of using these dual-modulus prescalers, which are a part of the $N$ divider, in PLLs is that it becomes possible to control the division ratio into the phase comparator in steps of $1(N)$, as opposed to the huge steps of 32 or 33 in a fixed-modulus 32 or 33 prescaler. This $N$ value must always be an integer, with the largest $N$ value being determined by the size of the $B$ counter, since $N = P(B + A)$. Dual-modulus prescalers will, however, have certain illegal divide ratios, in which specific frequencies cannot be generated. If a particular $N$ value results in a $B$ register that is smaller than the $A$ register, this will not be allowed, since $B$ must be greater than or equal to $A$ for a legal divide ratio. In other words, not all $N$ values are allowed with a dual-modulus prescaler-equipped PLL. The tradeoff between having certain frequencies that are impossible to generate is that we can obtain better frequency resolution at the PLL's output than would normally be possible. However, if it is essential that certain frequencies be generated by the PLL dual-modulus prescaler (since $N$ must equal $(P + 1)(A + P)(B - A)$ to be a legal divide ratio), then a legal divide ratio check should be performed by using National's Easy PLL or National's Code Loader program.

### 5.1.2 Designing phase-locked loops

The design of PLL frequency synthesizer circuits, until recently, was fraught with complications and uncertain results. However, PLL chip companies, primarily National Semiconductor, have released information that makes the design of a frequency synthesizer much more simplified than in the past. National Semiconductor has also released two different PLL design programs that almost completely automate the PLL design task. Two of these programs

![Figure 5.5](image_url)
are described in the *Wireless Design Software* section, and both are located on the CD ROM disk included with this book.

The first place to begin in the design of a PLL frequency synthesizer circuit is in deciding on what we want our center frequency, frequency swing (minimum and maximum frequencies), speed (lock time), and channel resolution (spacing) to be, then select the appropriate PLL chip, VCO, and reference oscillator that can safely, economically, and repeatedly meet these criteria.

The following list should be completed so that the complete specifications of the PLL circuit of Fig. 5.4 can be clearly defined:

\[ F_{\text{MAX}} = \text{______} \text{ Hz.} \] The maximum output frequency required. Must never be more than the VCO was designed to handle, along with about 20 percent VCO frequency excess for a safety margin. Using a VCO with less tuning bandwidth decreases its phase noise.

\[ F_{\text{MIN}} = \text{______} \text{ Hz.} \] The minimum output frequency required. Must never be less than the VCO was designed to handle, along with about 20 percent VCO frequency excess for a safety margin. Using a VCO with less tuning bandwidth decreases its phase noise.

\[ F_{\text{OUT}} = \text{______} \text{ MHz.} \] Equal to \( \sqrt{F_{\text{MAX}} F_{\text{MIN}}} \); must be a multiple of \( F_{\text{COM}} \).

\[ K_{\text{VCO}} = \text{______} \text{ MHz/V.} \] Normally between 5 and 70 MHz/V. \( K_{\text{VCO}} \) is the VCO’s gain (sensitivity) measured in megahertz per volt, and is the amount of frequency deviation, in megahertz, that the VCO will travel when 1 VDC is placed at its DC frequency control input.

\[ K_{\phi} = \text{______ mA/2}\pi. \] Charge pump gain \( (K_{\phi}) \) is measured in milliamperes per 2\pi, and should be chosen at the highest value the PLL chip will allow in order to obtain the lowest phase noise at the VCO’s output. This value will normally be either 1 or 5 mA/2\pi, and is typically selectable. A charge pump with a gain of 5 mA/2\pi would be preferred over a charge pump with 1 mA/2\pi if current consumption is not an issue. This charge pump gain value will also vary with the charge pump voltage supply.

\[ F_{\text{COM}} = \text{______ kHz.} \] Normally equal to the channel spacing. \( F_{\text{OUT}} \) and \( F_{\text{REF}} \) must be a multiple of \( F_{\text{COM}} \). Sometimes it may be required to use an \( F_{\text{COM}} \) that is a certain fraction of the channel spacing because of the PLL’s internal prescaler. The higher \( F_{\text{COM}} \) is, the better the phase noise of the PLL.

\[ F_{c} = \text{______ kHz.} \] The loop bandwidth of the PLL filter. \( F_{c} \) should be as narrow as possible to lessen spurious noise, but this will decrease switching speed. Normally \( F_{c} \) should be between 1 and 20 kHz, but must be at least \( 1/20 \) \( F_{\text{COM}} \) (National Semiconductor recommends a 2-kHz \( F_{c} \) if lock time does not matter). The choice of \( F_{c} \) will always be a compromise between reference sideband suppression and lock time—select a loop \( F_{c} \) to just meet the lock requirement, but with an acceptable margin.

\[ \phi (\text{phase margin}) = \text{______ degrees.} \] Normally select a value between 30 and 70 degrees for the loop filter. The higher the phase margin, the higher the PLL’s stability, but the slower will be its lock time. Choose a phase margin of
45 degrees, which is a good compromise between loop stability and loop response.

\[ T_3/T_1 = \text{_____ percent.} \] Normally chosen to be 45 percent. \[ T_3/T_1 \] is the ratio, expressed as a percentage, of the poles of the loop filter. The higher this value (the closer to 100 percent) the more the reference spurs will be attenuated; but peaking will begin to occur within the filter’s passband, and \( R_3 \) will increase in value, adding excessive thermal noise.

\[ F_{\text{REF}} = \text{_____ MHz.} \] The frequency of the reference oscillator before the \( R \) divider. Must be a multiple of \( F_{\text{COMP}} \). 10 MHz is a popular value, as applicable.

After filling out these required parameters, design the complete frequency synthesizer by performing the following calculations (or simply use the included National Semiconductor EasyPLL software):

1. \[ N = \frac{F_{\text{OUT}}}{F_{\text{COMP}}} \]
2. \[ \omega_c = 2\pi F_C \]
3. \[ T_1 = \frac{\left(\frac{1}{\cos \phi}\right) - \tan \phi}{W_C \left(\frac{T_3/T_1}{100} + 1\right)} \]
4. \[ T_3 = \frac{T_3/T_1}{100} \cdot T_1 \]
5. \[ T_2 = \frac{1}{\omega_c^2 (T_1 + T_3)} \]
6. \[ C_1 = \frac{T_1}{T_2} \cdot \frac{K\phi K_{\text{VCO}}}{\omega_c^2 N} \cdot \left[ \frac{1 + \omega_c^2 \cdot T_2^2}{(1 + \omega_c^2 T_1^2)(1 + \omega_c^2 T_3^2)} \right]^{1/2} \]
7. \[ C_2 = C_1 \left(\frac{T_2}{T_1} - 1\right) \]
8. \[ C_3 = \frac{C_1}{10} \]
9. \[ R_2 = \frac{T_2}{C_2} \]
10. \[ R_3 = \frac{T_3}{C_3} \]

If a broadband VCO is required in the synthesizer design, then more DC tuning voltage will also be needed, since very wideband VCOs may demand up to 20 or more tuning volts; but a typical narrowband PLL chip may be able to supply only 5 V or less. This increase in the necessary DC tuning voltage for a
wideband VCO can be accomplished by employing a separate op-amp within the PLL filter as shown in Fig. 5.6. The VCO gain would then be:

\[
VCO_{\text{gain}} = K_{\text{VCO}} A_v
\]

where \( A_v \) = voltage gain of the op-amp and \( K_{\text{VCO}} \) = gain of the VCO in MHz/V. (The entire PLL design will still be the same as in steps 1 through 10 above, but now simply substitute \( K_{\text{VCO}} \) for \( VCO_{\text{gain}} \).)

Another popular technique is to place a low-noise, high-supply-voltage op-amp at the DC tuning input of the VCO—with the loop filter’s output placed into the input of the op-amp—and use the \( VCO_{\text{gain}} \) formula above to calculate the new gain of the VCO. The result of the \( VCO_{\text{gain}} \) calculation will be used as the new \( K_{\text{VCO}} \) in the above PLL formulas.

This completes the design of the most important part of a PLL synthesizer, the loop filter. The following will wrap up the total frequency synthesizer design by employing one of the most popular family of PLL chips in use today: the National LMX23XX (Fig. 5.7).

The complete National PLL chip’s input and output pins are described in detail below for the widely used LMX2306 (which functions up to 550 MHz), the LMX2316 (functions up to 1.2 GHz), and the LMX2326 (functions up to 2.8 GHz):

1. \( F_{\text{lo}} \) is an output pin that permits a parallel resistor to be attached between \( C_2 \) and \( R_2 \) of the PLL’s loop filter. This will allow the PLL to obtain both a fast lock time and good phase noise specs by modifying the loop bandwidth on the fly. After the channel change occurs, loop bandwidth reverts back to normal.

2. \( CP_o \) is the output of the charge pump to which the loop filter is attached.
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**Figure 5.6** Circuit to increase the tuning voltage for wideband VCOs.
3. 4. GND at Pins 3 and 4 are for the charge pump and for the analog circuits respectively. Both can be short-circuited together and attached as directly as possible to system ground.

5. $f_{\text{IN}}$ should be AC-shorted to ground through a 100-pF capacitor.

6. $f_{\text{IN}}$ accepts the signal from the VCO’s output through a series 20- to 200-ohm resistor. The series resistor, whose value depends on the VCO’s output power, will lower the power into the preselector, allowing most of this energy to be delivered to the load.

7. $V_{\text{cc}1}$ pin is the heavily bypassed DC analog power supply voltage input. The input voltage for this particular chip may be anywhere between 2.3 and 5.5 V; but must equal pin 15’s $V_{\text{cc}2}$ voltage.

8. $\text{OSC}_{\text{IN}}$ is the reference oscillator input for a CMOS 100-kilohm output resistance clock oscillator. A clean crystal clock input is vital for a low-phase-noise PLL output.

9. GND is digital ground. It should reach system ground by as direct a route as possible.

10. CE is the chip enable pin when power is down for power-saving operation. It can be tied to $V_{\text{cc}}$ if this feature is not required.

11. CLK is an input that accepts a CMOS clock signal from the channel select microcontroller for clocking data into pin 12.

12. DATA input accepts data from the microcontroller for the R counter, the $N$ counter, and the function latch (which controls phase detector polarity, fast-lock modes, $F_o/\text{LD}$, counter reset, CP tristate, test modes, etc.), with the last two bits (control bits) informing the PLL as to whether the data should be sent to the R counter (0, 0), the $N$ counter (1, 0), or the function latch (0,1) on command of pin 13, LE.

13. LE (load enable) pin controls when the PLL’s registers will send data to the R, $N$, or function latches, depending on the control bits.

14. $F_o/\text{LD}$ is an output pin that can typically be used as a lock detect (LD) output pin into a microprocessor, or into some out-of-lock alarm. A HIGH will be output when the PLL is in lock (on advanced PLL chips, such as with the National line, a trace may be taken from the lock detect (LD) pin back to the microprocessor. The pin, if digital lock detect is chosen by programming the proper PLL register, will output a HIGH as long as the VCO output frequency is locked. This HIGH or LOW signal can then be exploited by the microprocessor to indicate an unlocked condition by an LED warning on a display, or as an automatic shutdown of a runaway transmitter).

15. $V_{\text{cc}2}$ is the digital power supply voltage input pin, and should be tied to pin 7, which is the analog power supply input.

16. $V_p$ is the power supply for the charge pump circuit, and must be greater than $V_{\text{cc}}$. (The DC control voltage into the VCO will always be a few
tenths of a volt less than \( V_p \), so \( V_p \) must have the proper amplitude to fully drive the VCO's DC control input.)

After completing the filter’s design calculations for the frequency synthesizer, the following final PLL design checks must be performed to confirm that the PLL will function as desired:

1. The loop bandwidth \( f_c \) should be at least \( 1/20 \) \( F_{COM} \).
2. Make sure that \( C_3 \) is at least 5 times larger in value than the input capacitance of the VCO (which is usually around 20 pF for the average VCO input capacitance).
3. Since maximum PLL phase detector input frequencies normally are no higher than 10 MHz, make sure that \( F_{COM} \) is not above this amount.
4. \( R \) must generally be set to divide by at least 3 or more.
5. Check the completed PLL design to confirm that the damping factor is less than 1 by:

\[
\frac{R_2 C_2}{2} \sqrt{\frac{K s K_{VCO}}{N (C_1 + C_2 + C_3)}}
\]

6. Check that \( R_3/R_2 > 2 \).
7. The optimization index can be checked by:

\[
\frac{T_2}{1 + (\omega_c T_2)^2} \times 100
\]

\[
\frac{T_1}{1 + (\omega_c T_1)^2} + \frac{T_3}{1 + (\omega_c T_3)^2}
\]

This formula confirms that the loop is stable with a fast lock time. Any value between 90 and 100 percent is considered stable.
8. A roughly estimated lock time can be found by:

\[
\text{LT} = \frac{-\ln\left(\frac{\text{TOL}}{f_2 - f_1}\right) \sqrt{1 - \zeta^2}}{\zeta \omega_N}
\]

where

- \(\omega_N = \sqrt{\frac{K\phi K_{VCO}}{N (C_1 + C_2 + C_3)}}\)
- \(\zeta = \frac{R_2C_2}{2} \omega_N\)
- \(\text{LT} = \text{lock time, s}\)
- \(f_2 = \text{higher frequency, Hz}\)
- \(f_1 = \text{lower frequency, Hz}\)
- \(\text{TOL} = \text{frequency tolerance (or acceptable frequency error at lock), Hz}\)

9. To check for approximate phase noise (PN) of the PLL at 150 Hz from the center frequency: \(\text{PN @ 150 Hz} = 205 - 10 \log F_{\text{COM}} + 20 \log (N \text{ counter value})\), where 205 is the average value for a typical PLL chip, and is referred to as the PLL's 1 Hz normalized PN floor, or 1 Hz PNF. This formula does not take into account a noisy VCO.

**Solving PLL problems.** The most common issues found during the testing of a PLL after the design and construction phases are completed are noisy output, incorrect output frequency, spurious outputs, and an intermittent or continuous refusal to lock.

A noisy output can be caused by multiple problems, since in a well-designed PLL circuit the highest contributor to phase noise (Fig. 5.8) will be the PLL's own integral phase detector, but this internal self-generated noise can be swamped out by any of the following difficulties:

- Poorly designed, noisy VCOs
- A loop filter not wide enough to prevent the VCO from adding excess noise (VCO noise is tiny within the loop bandwidth, while outside the loop bandwidth VCO noise will be quite large)
- A noisy or noncrystal reference source
- A low charge pump current or voltage
- Incorrect signal amplitude levels into the R or N dividers.

Reference spurs will also be encountered. These are spurious signals at frequencies that are located at an interval equal to the comparison frequency \(F_{\text{COM}}\) away from the carrier frequency (Fig. 5.9). These spurs may, as well,
occur at harmonics of the reference frequency, and can be created by charge pump leakage and mismatch, PCB cross talk, improper decoupling of DC power into the PLL, and exterior noise and signal source ingress.

If the PLL circuit will not lock reliably, or has generally all-around inferior performance:

Figure 5.8 Spectra showing phase noise out of PLL.

Figure 5.9 Spectra showing reference spurs out of PLL.
1. Confirm that the reference oscillator is functioning, and at the proper power level and frequency.

2. Confirm that \( R_o \) is not at too high a value back into the \( N \) divider, and that \( C_C \) still has a low reactance (Fig. 5.4).

3. Confirm that the data input into the PLL chip is correct, such as LE, the binary serial input data, and the data clock input.

4. Confirm that poor physical PCB layout is not causing reference spurs and added noise outputs.

5. Confirm that the VCO will never be presented with a DC tuning voltage of 0 V (due to varactor nonlinearities), and establish that the VCO is operated within its designed tuning range, with adequate headroom for the inevitable overshoot while locking of approximately 15 to 20 percent above and below the required \( f_{\text{MIN}} \) and \( f_{\text{MAX}} \) frequencies.

A complete synthesizer stage for a wideband transmitter or receiver is shown in Fig. 5.10. Not only are the PLL chip, reference oscillator, loop filter, and VCO shown, but so is the VCO gain amplifier used to increase the tuning voltage for the wideband VCO, the 6 dB pad to supply a closer-to-50-ohm load to the VCO’s output, a buffer amplifier to furnish gain for a higher output amplitude with a low \( S_{12} \) for isolation, a VCO harmonic filter to clean up the synthesizer’s output, and another pad to assure a 50-ohm termination for the harmonic filter and the next stage, a double-balanced mixer (DBM).

### 5.2 Direct Digital Synthesis

Direct digital synthesis (DDS) is a relatively new technique that decreases the cost and complexity of a frequency synthesizer that must have a very tight frequency resolution of up to 1 Hz (or less), thus giving the feel of analog \( LC \) fine tuning. DDS synthesizers, like PLLs, are supplied in small surface mount integrated circuits, along with one or more support ICs and multiple support components.

One method for generating DDS frequencies (Fig. 5.11) functions by using a crystal oscillator reference as the CLOCK, then calculating, in the PHASE ACCUMULATOR, the discrepancy between this reference frequency and the actual frequency the wireless device would like to generate. The PHASE ACCUMULATOR will then calculate the proper address to send to the WAVEFORM ROM or RAM sine-wave lookup table for the frequency we want to generate, which forwards the appropriate discrete digital representation of the desired signal into the D/A CONVERTER. The still rough, stepped waveform is sent into a high-quality low-pass filter (LPF) to remove any spurious products, outputting a high-quality, artificially constructed analog sine-wave.

All of today’s DDS synthesizers have very limited maximum frequency ranges. This forces many designs to go with a hybrid DDS/PLL scheme to increase the range to higher levels. Also, *quantization noise* can be a signifi-
cant problem, and will decrease the signal-to-noise level of the synthesizer’s output. This digitally produced noise refers to the errors made when the DDS signal is converted from digital to analog, since the analog synthesized frequency, with its infinite number of potential amplitudes, is really only being fabricated from a large, but finite, number of discrete digital levels. This makes absolute accuracy during conversion to analog impossible, resulting in a noise output along with the synthesizer’s desired CW signal.

Nonetheless, one method to accomplish a practical high-frequency DDS/PLL hybrid frequency synthesis system is as shown in Fig. 5.12. When the radio’s on-board microprocessor outputs control words into the DDS/PLL synthesizer for a change in frequency, the actual DDS section will be able to reproduce a low, stable synthetic analog frequency (with the assistance of its DDS reference, the DAC, and the LPF), controlled by fine step words from the microprocessor. The LPF’s output, a relatively clean but low-frequency sine wave, is then fed into a mixer for premixing. This MIXER1 sums the low frequency made by the DDS to the high-frequency reference of the LO in order to output an increased frequency through the BPF and into MIXER2. The PLL, with its own crystal reference or one shared from a common clock, functions as MIXER2’s LO, and is controlled by the coarse frequency digital control words from the microprocessor. The sum of the PLL and the output of MIXER2 is sent through the wide bandwidth BPF to obtain a very wide-ranging adjustable output frequency, with decent resolution, fast lock time, and low spurious output.

Another method to increase the operating frequency of a pure DDS synthesizer, one that allows operation of a DDS device at VHF and above, is standard premixing (Fig. 5.13). A low-phase-noise, fixed-frequency oscillator is inserted into one mixer port, while the other mixer port accepts the DDS synthesizer. The output of the mixer is filtered, resulting in a frequency synthesizer. This keeps DDS phase noise and spur generation to relatively low levels, while outputting a very high, but tunable, frequency selection. The premixing technique is limited only by the ability of the output bandpass filter to filter the frequencies of the LO feedthrough, the undesired difference frequency, and the mixer spurs. Nonetheless, DDS will usually have a high spurious output—as well as high DC current requirements—making DDS inappropriate for many RF applications.
Figure 5.10  A complete microwave PLL for wideband tuning applications.
Figure 5.11 A DDS frequency synthesizer circuit.

Figure 5.12 A method of synthesizing new frequencies with direct digital synthesis.

Figure 5.13 Premixing for DDS operation in the VHF region.
A filter is used to selectively pass or attenuate a particular band of frequencies, and can be constructed of \( LC \), \( RC \), \( LCR \), \( LR \), or distributed components, and can be either active or passive in nature. Active filters will contain some sort of amplifier combined with any of the above lumped passive components, while passive filters will simply employ lumped or distributed components, with ceramic and crystal filters found in many passband and stopband applications. Any of these will dramatically improve a filter’s shape factor (steepness of its skirts), as well as provide a variety of bandwidths all the way from ultranarrowband to wideband. Surface acoustic wave (SAW) passive filters are also becoming more common, and are available with superb shape factors from narrowband to ultrawideband.

The RF spectrum contains quite a broad range of frequencies. Obviously, a method had to be found that would allow us to segregate a small chunk of this spectrum for transmission and reception, without interfering with other communications channels. This can be done with the use of untuned and tuned filters. The basic passive untuned \( LC \) filter can function as a low-pass or high-pass filter because of the inductor’s ability to increase its reactance, and a capacitor’s ability to decrease its reactance, as the frequency is increased. This makes the untuned \( LC \) filter frequency-selective. To act as a low-pass filter and attenuate higher frequencies (Fig. 6.1), an inductor will be arranged in series (blocking the high frequencies), while a capacitor is located in shunt (shorting out the higher frequencies). A high-pass filter, which attenuates the lower frequencies (Fig. 6.2), has a capacitor that is in series (blocking the low frequencies), and a shunt inductor (shorting out the lower frequencies). These primitive filters may be cascaded to increase the sharpness of their skirts, as shown in Fig. 6.3. A low-pass filter can be as large, or larger, than the 8-pole structure shown.

\textit{Constant K} refers to a filter that not only rejects or passes specific frequencies, but will also match impedances between the generator and its load.
throughout its entire operational passband. Two such filters are the *T type* (Fig. 6.4) and *pi type* (Fig. 6.5) low-pass filters. The *m derived* is another filter that displays a superior cutoff response, while maintaining a constant impedance across most of its passband.

A *bandpass filter* will permit only a certain range of frequencies to pass unattenuated between two points, while a *bandstop, notch, or band-reject filter* will severely attenuate a chosen set of frequencies between two points. Unlike the above low-pass and bandpass filters, these are almost always of the resonant, or tuned, form. However, by combining both a nonresonant low-pass with a nonresonant high-pass filter, a bandpass attribute can be achieved.

Tuned filters work on the principle of resonance. Since an inductor’s reactance will increase with frequency, while a capacitor’s reactance will decrease—and considering that these are opposing qualities—a specific frequency in which $X_L = X_C$ will soon be reached. At this point their opposite reactances will cancel. This will cause, when a capacitor and inductor are in *series*, the RF current through the circuit to be maximum and the impedance to be at a minimum. Thus, the current will be able to reach very high levels, with the only impediment to this current being the small AC and DC resistance of the coil. In fact, this resistance becomes very important in filter design, since the unloaded (component) $Q$ of a coil—being $X_L/r_s$, or the coil’s reactance divided by its resistance—severely impacts the filter’s insertion loss, the shape of its passband, and the return loss. This unloaded $Q$ is influenced by the skin effect, the wire type, wire size, and losses within the coil forms. A very simple example of a basic series bandpass is shown in Fig. 6.6, while a bandstop is seen in Fig. 6.7.
The point that $X_L = X_C$ is called the resonant frequency ($f_r$), and will vary depending on the values of the $LC$ components. The series resonant frequency can be calculated by:

$$f_r = \frac{1}{2\pi \sqrt{LC}}$$

The formula demonstrates another aspect of resonant circuits: the higher the $L$ and $C$ values, the lower the resonant frequency will be, while the lower the $L$ and $C$ values, the higher the resonant frequency.

The series bandpass filter will also function as any other series $LC$ circuit would when the input frequency is either above or below this exact point of resonance. Since the reactances will now no longer cancel the other, they will create a higher impedance and decrease the current flow.

A parallel, or resonant, tank circuit will have an impedance that is at a maximum, and current that is at a minimum, at some specific frequency. The impedance of the tank will then decrease while the current increases when an input frequency is inserted that is just above or just below this resonance. This is the exact opposite effect of that found in the series resonant circuit above. However, this resonance point also occurs when $X_L = X_C$, and is also calculated by:

$$f_r = \frac{1}{2\pi \sqrt{LC}}$$

The high impedance that is present only at the parallel resonant frequency will attenuate nonresonant frequencies, since only the small chosen band of frequencies will be dropped across the high impedance of the tank.

Because of the finite $Q$ of components, especially inductors, an inevitable amount of resistance is always present within a tank circuit. This will decrease the overall resonant tank impedance—which should be infinite—and waste power, which must then be replaced. The small internal resistance that lowers the tank impedance causes a modest current to flow into the $LC$
resonant circuit. This waste of power can be minimized by using only high-Q inductors in the tank. But because the inductor and capacitor currents in a parallel circuit are 180 degrees out of phase with each other, high circulating currents will always exist within the tank itself during resonance (Fig. 6.8). This circulating current is due to the two LC components exchanging current in a flywheeling manner. However, as these currents are completely out of phase, current flow into the tank is always at a minimum, and is dependent on the pure resistance within the tank caused by component Q limitations.

A simple bandpass filter (BPF) is shown in Fig. 6.9. Since it is an LC parallel filter in shunt with the output, all nonresonant frequencies will be sent to ground, while the bandwidth of interest will be passed on to the output because of the high impedance created by the tank at resonance. This creates a selective RF output voltage across the circuit so that it functions as a BPF. The bandstop of Fig. 6.10 has the parallel circuit in series with the output. Thus, it will pass all frequencies except resonant frequency, which is dropped across the high impedance of the tank. Since this will cause a decrease in the output amplitude at this single range of frequencies, it functions as a bandstop filter (BSF).

Most filters work by passing any frequencies within the passband with little attenuation while reflecting—not absorbing—most of the undesired signals within its stopband back toward the source. These reflections can become a serious problem in wireless systems design, as we shall soon see.

Filters must not only shape a signal, reject spurious frequencies, and choose one frequency band out of many, but they must also maintain a specific input and output impedance through much of their passband that is identical to the system’s impedance (usually 50 or 75 ohms).

Different types of filters, such as LC, crystal, SAW, and distributed, will have various frequency bands in which they are most commonly employed because of size, price, and/or performance:

1. LC filters can be utilized from 1 kHz all the way up to 1.5 GHz. As the frequencies increase, however, so does the difficulty in implementation because of the distributed inductance and capacitance, which conspire to lower the frequency of the filter as designed, as well as distort its response.
But LC filters are low in cost and can fit into a tight form factor (as opposed to distributed designs). They are not suitable for very tight bandwidth requirements that demand steep skirts.

2. Discrete crystal designs have been used from as low as 10 kHz to higher than 400 MHz, and can be employed in both narrow- and wideband applications. They are found in bandpass and bandstop applications.

3. Surface acoustic wave (SAW) filters use a piezoelectric crystal substrate with deposited gold electrodes. SAWs are capable of replacing LC filters in certain wideband applications between 20 MHz to 1 GHz, but will ordinarily experience a 6- to 25-dB insertion loss. Their filter skirts, or shape factor, are the sharpest of all the filter structures.

4. Distributed filters comprise copper strips placed on a dielectric substrate—a printed circuit board—that act as narrow- and wideband filter structures from 500 MHz up to 40 GHz (and beyond). They are low in cost and have high $Q$ at high frequencies but, depending on frequency and design, can take up significant board space.

There are also special bandpass filter responses that are demanded for various requirements. For instance, the popular Butterworth response is adopted...
when no amplitude ripple to the signal is desired within the filter’s passband; it has medium selectivity, medium group delay variations, and a good tolerance to component variations. (A filter that is sensitive to component tolerances will exhibit an undesired altered passband in $S_{21}$ and $S_{11}$ due to the normal variations in $L$ and $C$ values.) Chebyshev-type filters have a certain amount of passband ripple that will be forced on the input signal as it passes through to the filter’s output. The “Cheby” does, however, have high selectivity, with high group delay variations being an unfortunate side effect of this innate selectivity. Amplitude ripple and high group delay variations, in digital signals, can cause an increased BER, so are undesired. Nonetheless, low-ripple Chebyshevs can easily be designed, and the group delay variations can be improved by widening the filter’s passband—or using fewer poles. Bessel response filters have no ripple in their rounded passbands, and display very low group delay, but have extremely poor selectivity and poor tolerance to component variations.

There are many different types of $LC$ circuit filter topologies that will furnish these responses of Butterworth, Chebyshev, and Bessel. The choice depends on the shape of the passband desired, the percent bandwidth required, the sensitivity to component tolerances and distributed reactances, and the ability to obtain easily realizable component values during design. More on this later.

There are numerous terms used when filters are discussed. Below are the most common:

**Absolute attenuation**—The maximum attenuation a filter is capable of at some chosen frequency in its stopband. Measured in dB.

**Bandwidth**—The width ($f_{LOW} - f_{HIGH}$) of the band of frequencies passed by a bandpass filter at its 3-dB-down points. Measured in Hz.

**Center frequency** ($f_c$ or $f_0$)—The exact mathematical center of a bandpass filter. Measured in Hz.

**Cutoff frequency**—The point in a frequency response of a filter that is 3 dB below the average passband response, and which keeps on falling.

**Decibels of attenuation per octave (dB/octave)**—Filters can be designed as to how rapid their skirt slope falls. The decibels of attenuation per octave specification refers to a filter’s steepness: If a filter is said to have a 15-dB/octave slope at a 1-GHz cutoff frequency, then the attenuation within the stopband will be 15 dB more at 2 GHz, while the filter’s stopband attenuation at 4 GHz will be 30 dB. Knowing the required dB/octave fall of the filter’s skirt assists the engineer in visualizing the attenuation as the frequency increases, or decreases, from its passband.

**Differential delay**—The group delay variation (GDV) between two particular frequencies, usually measured in nanoseconds. Delay equalization, either by discrete analog or by DSP techniques, can be used to almost nullify the effects of GDV, thus improving the BER of digital radios.
**Group delay**—The measurement, in nanoseconds, of the time retardation created by a filter or circuit to any discrete signal that passes through it. When the group delay varies across the passband significantly, as it does in tight Chebyshev filters (and to a certain extent in Butterworth filters), this will cause increased BER in digital radios. This variation in the group delay, called *group delay variations* (GDV), is especially severe at the edges of a filter’s passband, so any filter that has steep skirts and/or a high pole count will have a high GDV. The problem can be lessened by widening the filter’s passband beyond what is required by the signal; using fewer filter poles; or choosing a Butterworth type or, if selectivity specifications permit it, a Bessel filter response. GDV is directly equated to the *differential delay* specification above.

**Insertion loss**—The attenuation created in a filter within the center of its passband when the filter is terminated at its design impedance. Measured in dB.

**Insertion loss linearity**—The measure, in dB, in the variations in insertion loss with input power. Primarily a problem with crystal filters.

**Passband**—The band of frequencies from $f_{\text{LOW}}$ to $f_{\text{HIGH}}$ that a filter passes with 3 dB or less attenuation ($f_{\text{LOW}}$ and $f_{\text{HIGH}}$ are located at points where the insertion losses reach, typically, 3 dB). Measured in Hz.

**Passband ripple**—The amplitude fluctuations within a filter’s passband. A ripple greater than 0.5 dB is usually considered unacceptable in digitally modulated radios. Chebyshev is the dominant filter topology that contains ripple within its passband. However, this ripple can be decreased to 0.1 dB or less by low-ripple Cheby designs.

**Phase shift**—The measurement of the variation of the phase of a signal as it moves through a filter from its input to its output.

**Poles**—Refers to the number of reactive components, inductors or capacitors, in a low-pass or high-pass filter; or the number of reactive pairs in a bandpass filter (for an *all-pole* filter). The filter’s order matches its poles in an all-pole filter, and the number of poles governs the steepness of the filter’s skirts.

**$Q$ (quality factor)**—The ratio of the center frequency to its bandwidth at its 3-dB-down points. The narrower the bandwidth for the same center frequency, the higher the filter $Q$. $Q$ also refers to the quality factor of the individual components that make up the filter. This is particularly important for inductors within the $LC$ filter circuit, since the lower the individual $Q$’s within each component, the higher the filter’s insertion loss will be. The stopbands will also have a poorer stopband attenuation characteristic, and the filter’s response at the band edges will be more rounded than with high-$Q$ components.

**Return loss**—The measurement, expressed in decibels, of the difference between the signal power sent toward a filter’s input and the strength of the RF signal power returned, or reflected, from the input back toward the
Most filters can easily be designed with a return loss of 10 dB or higher. With this value of return loss, only one-tenth the power incident to the filter’s input will not be passed on to the load, but will be reflected back toward the original source.

Ripple—the amount of amplitude variations in the passband of a filter. Excessive ripple causes high BER in digital systems. Measured in dB.

Ripple loss—the distinction between the maximum and the minimum attenuation inside the filter’s passband.

Shape factor—Specifies the steepness of the skirts in a filter, and is measured as:

\[
\frac{\text{BW (at 60 dB)}}{\text{BW (at 3 dB)}}
\]

A perfectly square shape factor would equal 1. Measured as a ratio.

Spurious responses—Since the perfect component does not exist, any filter made of capacitors, inductors, and/or crystals can have areas within its stopband that supply less attenuation than planned, or create ripple within the filter’s passband. This is caused by undesired reactances from the component’s own leads, as well as stray inductances and capacitances, resonating at various frequencies. Crystal filters, especially those with the AT-cut, will have these responses at roughly odd integer multiples of the fundamental frequency, which can create unexpected consequences in the design of the communication system if not expected. Distributed microwave filters can also have reentrance modes, which can allow a multitude of secondary passbands within the filter’s expected stopband. These effects can, if required, be ameliorated by supplemental LC filtering at the output of the crystal filter and in some of the lower-frequency distributed filters.

Stopband (reject band)—The band of frequencies that bandpass, low-pass, high-pass, and bandstop filters attenuate to some predetermined level, usually 60 dB (but it can be much less). The stopband is the point on the attenuated side of the cutoff frequency. Measured in Hz.

6.1 Lumped Filters

6.1.1 Introduction

Lumped filters are any filter structures that are constructed of individual, physical components—such as inductors, capacitors, and resistors—to form a network that can pass some frequencies while blocking others. Lumped filters can be designed to perform in low-pass, high-pass, bandpass, and bandstop applications, and without any frequency reentrance (more than one passband) problems associated with the majority of distributed filter types.
In designing a lumped filter, especially at higher frequencies, the highest-Q inductors (typically air) should be used to lessen insertion loss and the subsequent rounding of the passband edges. The capacitors, as well, must be chosen carefully, since the filter’s characteristics of bandpass, center frequency, and return loss will change if these capacitors have a poor tolerance value or temperature characteristic; the filters may appear fine when a small production run is tested at room temperature, but may become unacceptable when operated over temperature variations or over large production runs. Another important specification of a filter is its ultimate attenuation characteristic, which depends on the number of filter sections, the Q of the coils, the series resonances of the LC components, the distributed reactances of the circuit itself, and the circuit layout and shielding requirements.

Most filters should be designed with the minimum number of poles required to attenuate the undesired frequencies in order to lessen costs, insertion loss, group delay variations, and physical space demands. And rarely should we cascade separately designed filters without an amplifier placed between them. If we do, there may be undesired interactions, causing unpredictable filter responses.

6.1.2 Types of lumped filters

There are certain topologies of lumped filters adopted in wireless circuit design today, and these are normally of the all-pole variety. The following topologies are the most common:

1. A minimum L bandpass filter (Fig. 6.11) begins with a tuned tank at its input, and is a great choice for bandpasses of 30 percent or higher. It is one of the more popular filter topologies because it does not require an excessive amount of different component values. For instance, a fifth-order type needs just three different values of inductors and three different values of capacitors in this 10-component filter. Component values, however, can vary wildly: Some capacitors may have a value of 1270 pF, while another may have a 66-pF value.

2. A minimum C bandpass filter (Fig. 6.12) is virtually the same as the minimum L above, but starts with a series circuit instead of a shunt tank.

3. A top C-coupled bandpass filter (Fig. 6.13) is adopted for bandwidths of 30 percent or less, and is popular because only one inductor value is required, and that value can be chosen by the designer. In addition, the capacitors that are in shunt with the inductors are normally quite close in value to each other, which can mean that only a single value of shunt capacitor is required as well. A negative attribute is that 16 components are normally necessary for a fifth-order top C-coupled bandpass filter, instead of 10 (unless the end capacitors are at such a high value that they can be removed entirely). The top C-coupled filter is also unsymmetrical: The upper cutoff frequency does not have as sharp a skirt as the lower cutoff frequency.
4. A top $L$-coupled bandpass filter (Fig. 6.14) is similar to the above top $C$-coupled filter, except that in this case the roles of the inductors and the capacitors are reversed. This topology is also unsymmetrical, but the lower frequency has more of a gradual slope, while the upper frequency has a steeper skirt.

5. A shunt $C$-coupled bandpass filter (Fig. 6.15) is utilized for filters requiring 30 percent or less of bandwidth. Each inductor in this filter type is equal in value, while the series capacitors are typically quite close in value to each other. This is also an unsymmetrical filter: The lower cutoff frequency is not as steep as the upper frequency skirt.

6.1.3 Image-parameter design

Since the proliferation of very low cost filter design software for the average personal computer, there is really little need to hand-calculate lumped filter values. However, for completeness, easy-to-design high-pass, low-pass, and bandpass filters will be demonstrated in the very versatile and popular Butterworth response characteristic, using image parameters as presented by Gottlieb.
Image-parameter design of Butterworth filters is the only design technique that readily allows filters to be calculated without computer software, or by use of extensive and tedious lookup tables. However, sometimes impractical component values and unoptimized filter responses can result from this technique. It is therefore always a necessity that filters employed for any stringent wireless application be designed not with these image-parameter methods presented, but with the far more complex, but more accurate, modern filter theory techniques. Modern filter theory calculations are performed only with a computer loaded with the proper software (see Sec. 10.10, “Wireless Design Software”). But for less-demanding applications, or for filters with a low number of poles, image-parameter design will usually suffice.

It must always be kept in mind that, whether a filter has been designed in a computer or by hand, distributed reactances at frequencies greater than 30 MHz—even with surface mount components—will begin to noticeably decrease the filter’s center frequency; so much so that a lumped filter designed for 500 MHz may actually resonate at 450 MHz (or less). In addition, the passband may lose its expected shape, and the return loss may also drop. Unless an expensive software program can be obtained that takes some of these parasitic effects into account, the design of lumped filters at higher frequencies should be approached with great caution.

**Low-pass filters.** With any filter found in wireless communications, the design must not only take into account the frequencies of the passband that is desired to be passed, but also the filter’s input and output must be at the system’s impedance throughout most of its passband. This will prevent improper response shapes and passband ripple.

Starting with low-pass filter design, two different 2-pole low-pass filters are shown in Fig. 6.16; one that has a series inductor at the input, and another that utilizes a shunt capacitor at the input.
The fundamental building block in low-pass filter design is the half-section, as shown in Fig. 6.16. This half-section is composed of one series inductor and one shunt capacitor. By cascading an increasing amount of half-sections, we can obtain a filter with any filter skirt steepness desired. This is referred to as increasing the number of poles of a filter; where four poles equal one section in a low-pass filter. The half-sections may be joined either as pi sections (Fig. 6.17) or as T sections (Fig. 6.18). These sections will then combine with the next adjoining reactive element, creating a single inductor for the pi of Fig. 6.19. This is because there would be absolutely no reason to use two inductors in series with each other, or two capacitors in shunt with each other, when their values can simply be added to obtain the proper value (Fig. 6.20). Combining half-sections with either the pi or the T technique is equally valid, but the design that results in fewer inductors is usually preferred from a cost, $Q$, and size standpoint. A filter with either an even or an odd number of cascaded sections is also perfectly sound.

**Figure 6.16**  Series inductor and shunt capacitor LPFs, or half-sections.

**Figure 6.17**  Half-sections joined as pi sections.

**Figure 6.18**  Half-sections joined as T sections.
To design a low-pass filter, a half-section (as depicted in Fig. 6.16) can be calculated by:

\[
L = \frac{\left(\frac{R_0}{\pi f_C}\right)}{2} \quad \text{and} \quad C = \frac{\left(\frac{1}{\pi f_C R_0}\right)}{2}
\]

where \(R_0\) = impedance at the filter’s input and output and \(f_C\) = filter’s 3-dB cutoff frequency.

After the \(L\) and \(C\) values are calculated, the actual number of poles can be increased from the present half-section’s two, to any number desired. This is accomplished by combining half-sections as shown in Fig. 6.21, adding the capacitances, or by combining them as shown in Fig. 6.22 and adding the inductances.

However, combining half-sections as shown in Fig. 6.23 would be incorrect, and would result in a filter that not only has too many components, but also will not function as designed. This is because only shunt elements are allowed to “blend” with shunt elements, and only series elements can “blend” with series elements.

As the number of filter sections increases, the actual cutoff frequency will begin to decrease. This is referred to as the cascade effect. If this is not taken into account, the cutoff frequency will drop, especially when three or more sections are combined. Table 6.1 is a list of the correction factors that must be used to obtain an accurate cutoff frequency when cascading multiple sections.

To utilize this table in low-pass filter design: If \(f_C\) of the lowpass filter is to be 200 MHz, and a 2-section filter is required, then first multiply the adjustment factor of 1.15 times the \(f_C\). This would be equal to 230 MHz. Now design the 2-section low-pass filter as if the \(f_C\) will be 230 MHz, and a filter with a true \(f_C\) at the desired frequency of 200 MHz will now be the result.
Figure 6.21 One way of properly combining half-sections.

Figure 6.22 Another way of combining two half-sections.

Figure 6.23 Incorrect way of combining two half-sections.

### TABLE 6.1 Correction Factors for a Low-Pass Filter

<table>
<thead>
<tr>
<th>Number of sections* (1/2 section = 2 poles = 1 L, 1 C)</th>
<th>Adjustment factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1</td>
</tr>
<tr>
<td>1.0</td>
<td>1.05</td>
</tr>
<tr>
<td>1.5</td>
<td>1.10</td>
</tr>
<tr>
<td>2.0</td>
<td>1.15</td>
</tr>
<tr>
<td>2.5</td>
<td>1.20</td>
</tr>
<tr>
<td>3.0</td>
<td>1.25</td>
</tr>
</tbody>
</table>

*Before combining of the half-sections.
If the low-pass filter is required to block DC, then a large-value capacitor with an $X_C$ of 1 ohm at its lowest frequency of interest can be inserted at the filter’s input. This will have no effect to the low-pass filter’s response. The ability to block DC is especially valuable at the lower RF frequencies, where ferromagnetic cores are used in the filter’s inductors (the DC can affect the permeability of the inductors’ cores by saturating them, and thus changing the inductance of the coils, destroying the response of the filter).

The attenuation slope of the low-pass filter as presented can be approximated as an 18-dB increase in attenuation per octave for a 3-pole filter. In other words, if the filter were designed to have an $f_C$ of 1 MHz, then the low-pass filter would have attenuated a 2-MHz signal by 18 dB. By 4 MHz, the signal would be down by $2 \times 18$ dB, or 36 dB. And if the low-pass filter were increased to 6 poles, it would have an attenuation slope that dropped by 36 dB per octave. With an $f_C$ at 1 MHz, the signal is attenuated (has an insertion loss) of approximately 3 dB at 1 MHz, while at 2 MHz the signal is down to about 36 dB, and at 4 MHz it has dropped to 72 dB.

When multiple half-sections are combined with low-pass filter designs, the filter’s attenuation response becomes that of the amount of the $L$ and $C$ components (poles) that result from the combination and joining of these half-sections. For instance, if a filter is created from three half-sections—which contain six reactive components (poles)—the filter would now contain only four reactive components (poles) after the appropriate components had been combined. The components left after the combination of the half-sections will be the indicator of the filter’s attenuation response.

**High-pass filters.** Shown in Fig. 6.24 are a 2-pole high-pass filter that incorporates a series capacitor and a shunt inductor, and another that has a shunt inductor and a series capacitor. Both are half-sections. This is exactly the opposite component layout of that of the low-pass filter style above.

For the high-pass filter, as it was with the low-pass filter design, cascading these half-sections will produce a high-pass filter with as many poles as required.

To design a Butterworth high-pass filter, first calculate the $L$ and $C$ values of the single half-section of Fig. 6.24 by:

$$L = 2 \left( \frac{R_0}{4\pi f_C} \right) \quad \text{and} \quad C = 2 \left( \frac{1}{4\pi f_C R_0} \right)$$

where $R_0$ = impedance at the filter’s input and output and $f_C$ = filter’s 3-dB cutoff frequency.

Take the half-section as calculated, and combine by dividing by two the combined inductors in Fig. 6.25, or by dividing the combined capacitors by two in Fig. 6.26. Unlike low-pass filter design, in which the combined components are added, a high-pass filter’s combined components must be divided by 2. As for the similar situation of the low-pass filter above, the high-pass sections must not be combined as in Fig. 6.27.
Figure 6.24 Series capacitor and shunt inductor HPFs, or half-sections.

Figure 6.25 One way of combining HPF half-sections.

Figure 6.26 Another way of combining HPF half-sections.

Figure 6.27 Incorrect way of combining HPF half-sections.
As with the connecting of multiple half-sections of the low-pass filter, the high-pass filter will also exhibit a cascading effect. This is due to the increasing selectivity of the cascaded half-sections, and forces the $f_c$ to increase in frequency above what is desired. By using the adjustment factors presented in Table 6.2, this proclivity can be compensated for.

For example, if the $f_c$ of a high-pass filter is to be 200 MHz, and a 2-section filter is required, then first multiply the adjustment factor, as found in Table 6.2, of 0.85 times the $f_c$ of 200 MHz. This equals 170 MHz. Now design the 2-section filter as if the $f_c$ will be 170 MHz, and a high-pass filter with a true $f_c$ at the desired frequency of 200 MHz will now result.

As it was with the low-pass filter design, the high-pass filter attenuation slope follows the same 18 dB per octave drop for a 3-pole filter, and a 36 dB per octave drop for a 6-pole filter.

When multiple half-sections are combined with high-pass filter designs, the filter's attenuation response becomes that of the amount of the $L$ and $C$ components (poles) that result from the combination of these half-sections. For instance, if a filter is created from three half-sections, which contain six reactive components (poles), it will now contain only four reactive components (poles) after the appropriate components have been combined. These components left after the combination of the half-sections will be the indicator of the filter's attenuation response.

An important consideration with all filters, and especially with high-pass filter designs, is that such a filter is a high-pass filter only up to a certain frequency, after which the stopband becomes disrupted by the eventual self-resonance of the filter's components, as well as the distributed capacitances that will inevitably let higher frequencies pass through the stopband (Fig. 6.28).

If it is required to block DC from being shunted to ground at the filter's input, a high-pass filter must be initiated with a series capacitor, instead of a shunt inductor.

**Bandpass filters.** The design of a bandpass filter by image parameters is quite similar to the low-pass and high-pass filter design procedure just presented, but the complexity is greater because there are twice the components and twice the cutoff frequencies. As with the low-pass and high-pass filter designs, we also start with a half-section (Fig. 6.29), and can add either of these half-sections together to obtain a filter with more poles. With

<table>
<thead>
<tr>
<th>Number of sections ($\frac{1}{2}$ section = 2 poles = 1 $L$, 1 $C$)</th>
<th>Adjustment factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.00</td>
</tr>
<tr>
<td>1.0</td>
<td>0.95</td>
</tr>
<tr>
<td>1.5</td>
<td>0.90</td>
</tr>
<tr>
<td>2.0</td>
<td>0.85</td>
</tr>
<tr>
<td>2.5</td>
<td>0.80</td>
</tr>
<tr>
<td>3.0</td>
<td>0.75</td>
</tr>
</tbody>
</table>
a bandpass filter, each LC pair is a single pole, so a half-section comprises two inductors and two capacitors, or two poles. And, again as with the above filters, only series arms of each half-section are combined with series arms (or parallel arms to parallel arms), for each half-section (Fig. 6.30); and not with series joined to parallel, or parallel joined to series (Fig. 6.31).

To design a bandpass filter with image-parameters, first calculate the element values for the first half-section of Fig. 6.32:

\[
L_S = \frac{\frac{R_o}{(f_{2C} - f_{1C}) \pi}}{2} \quad \text{and} \quad C_S = 2 \left[ \frac{f_{2C} - f_{1C}}{R_o (f_{2C} f_{1C}) 4 \cdot \pi} \right]
\]

\[
L_P = 2 \left[ \frac{R_o (f_{2C} - f_{1C})}{(f_{2C} f_{1C}) 4\pi} \right] \quad \text{and} \quad C_P = \frac{1}{2} \left[ \frac{R_o (f_{2C} - f_{1C}) \pi}{f_{2C} f_{1C}} \right]
\]

where \( R_o \) = filter’s \( Z_{\text{IN}} \) and \( Z_{\text{OUT}} \)

\( f_{2C} \) = high cutoff frequency

\( f_{1C} \) = low cutoff frequency

Then, combine half-sections to create a filter with more poles, as shown in Fig. 6.33.

For an example, let us say that a 6-pole filter will be required, and it must have a bandwidth of 50 MHz—located between 475 and 525 MHz—with a \( Z_{\text{IN}} \) and \( Z_{\text{OUT}} \) of 50 ohms. First calculate the proper element values for the half-section:

\[
L_S = \frac{50}{(525 \text{ MHz} - 475 \text{ MHz}) \pi} = 159 \text{ nH}
\]
and

\[ C_s = 2 \left[ \frac{525 \text{ MHz} - 475 \text{ MHz}}{50 (525 \text{ MHz} \cdot 475 \text{ MHz}) \cdot 4\pi} \right] = 0.64 \text{ pF} \]

and

\[ L_p = 2 \left[ \frac{50 (525 \text{ MHz} - 475 \text{ MHz})}{(525 \text{ MHz} \cdot 475 \text{ MHz}) \cdot 4\pi} \right] = 1.59 \text{ nH} \]
and

\[
CP = \frac{1}{50 \times \left( \frac{525 \text{ MHz} - 475 \text{ MHz}}{2} \pi \right)} = 63.6 \text{ pF}
\]

Transfer these values to Fig. 6.34, the bandpass filter’s half-section. Begin adding and combining half-sections (Fig. 6.35). Continue combining half-sections until the 6-pole filter of Fig. 6.36 is obtained.

### 6.2 Distributed Filters

#### 6.2.1 Introduction

Most distributed filters are constructed as microstrip structures. The actual materials to build them are low in cost, consisting of copper and a substrate. However, they can—depending on the passband frequency and the dielectric constant of the board material—take up much more space than lumped LC filters. Distributed filters are, nonetheless, usually the only economical and practical choice over 1.5 GHz for many applications. Unfortunately, distrib-

![Figure 6.32](image) A BPF half-section.

![Figure 6.33](image) Combining two BPF half-sections when placed (a) tank-to-tank and (b) series-to-series.
uted filters may display reentrant modes that will destroy their stopband attenuation at certain repeating harmonic frequencies.

Distributed bandpass filter structures cannot merely be a distributed copy of a lumped $LC$ filter design. In order to obtain a narrow bandpass, with acceptable in-band ripple and insertion loss, specialized structures must be
considered. Unhappily—unlike $LC$ filters—the calculations to design such distributed filters are far too laborious. Most of these types of calculations, as well as the necessary optimization of such designs, are best left to a high-end software program such as Eagleware’s M/Filters. However, a few easy-to-implement designs are presented for undemanding applications.

6.2.2 Types of distributed filters

Because of various requirements and specifications for microwave filters—such as stopband attenuation, narrow versus wideband, return loss requirements, and microstrip element lengths—a multitude of distributed bandpass filter structures have been created for microwave frequencies. Only the most common will be discussed here. Nearly all of the following structures can be designed with the various general passband shapes, such as Butterworth, Chebyshev, Bessel, as well as the less common singly equalized transitional gaussian (6 and 12 dB) and the elliptic types of the Cauer-Cheby:

1. **Edge-coupled bandpass filters** (Fig. 6.37) are effective in narrowband applications. But they can radiate—which necessitates shielding. They can also be an unusually long structure at the lower microwave frequencies: At 1 GHz, edge-coupled bandpass filters are up to 32 inches long in a seventh-order configuration (depending on board dielectric constant and thickness).

2. **Combline bandpass filters** (Fig. 6.38) employ both distributed and lumped (capacitor) elements, and are used in narrowband applications where size is at a premium: a seventh-order combline is only a little over 1 inch long at 1 GHz.

3. **Folded edge-coupled bandpass filters** (Fig. 6.39) are utilized in narrowband filtering applications, and are very similar to the edge-coupled bandpass filters above. However, they are considerably shorter: 8 inches at 1 GHz for the seventh-order type.

4. **Interdigital bandpass filters** (Fig. 6.40) are adopted in narrowband applications, and are quite compact: 2 inches long at 1 GHz for a seventh order.

It is especially important at high frequencies for the measurement of stub lengths to be accurate in distributed design, since the higher the frequency the shorter will be the stub, and the less room for error there will be. An effective

![Figure 6.37  Sixth-order edge-coupled distributed BP filter.](image)
A technique for accurate grounded stub measurement and layout is shown in Fig. 6.41: The length of the stub is measured from the T junction to the center of the through-hole via.

6.2.3 Distributed filter design

**A shorted-stub bandpass filter (Fig. 6.42).** The width of the grounded stub is that of 100-ohm microstrip, while the length of the microstrip is exactly a quarter-
wavelength, or 90 degrees; and is grounded by a via directly to the ground plane.

1. To calculate how wide a 100-ohm microstrip must be for the substrate in use:

\[
Z_0 = \frac{377}{\left(\frac{W}{h} + 1\right) \sqrt{E_r} + \sqrt{E_r}}
\]

where \(Z_0\) = characteristic impedance of the microstrip, ohms (in this case it must be 100 ohms)

\(W\) = width of the microstrip conductor (use same units as \(h\))

\(h\) = thickness of the substrate between the ground plane and the microstrip conductor (use same units as \(W\))

\(E_r\) = dielectric constant of the board material

2. To calculate exactly how long the microstrip must be to be a quarter of a wavelength, with the chosen board material and frequency:

a. Find the effective dielectric constant of the microstrip.

\[
E_{\text{EFF}} = \frac{E_r + 1}{2} + \left(\frac{E_r - 1}{2} \cdot \frac{1}{\sqrt{1 + \left(\frac{12h}{W}\right)}}\right)
\]

where \(E_{\text{EFF}}\) = effective dielectric constant that the microstrip transmission line actually sees as a result of the dielectric/air interface

\(E_r\) = rated dielectric constant of the PCB’s substrate material (found on the PCB’s data sheet)

\(h\) = thickness of the substrate material between the top conductor and the bottom ground plane of the microstrip; requires the same units as \(W\)

\(W\) = width of the top conductor of the microstrip; requires the same units as \(h\)

b. After obtaining the effective dielectric constant of the microstrip substrate, find the propagation velocity of the microstrip transmission line:

\[
V_p = \frac{1}{\sqrt{E_{\text{EFF}}}}
\]

where \(V_p\) = fraction of the speed of light for the microstrip transmission line compared to light in a vacuum and \(E_{\text{EFF}}\) = effective dielectric constant as seen by the microstrip transmission line.

c. Calculate the wavelength of the frequency of interest in a perfect vacuum:
where \( \lambda = \text{wavelength of the frequency of interest (f), mils} \)
\( 11,800 = \text{the numerical value required to obtain a } \lambda \text{ in mils while using an } f \text{ in GHz} \)
\( f = \text{frequency of the signal of interest, GHz} \)

\( \lambda = \frac{11,800}{f} \)

d. Multiply the resultant velocity of propagation \( (V_p) \) by one-quarter the wavelength \( \lambda \) of the signal in order to arrive at the quarter-wavelength of the signal of interest (in mils) when it is placed into the microstrip:

\[ \frac{\lambda}{4} \text{ (in mils)} = V_p \times \frac{\lambda}{4} \]

An open-stub bandstop filter (Fig. 6.43). A bandstop filter, being basically a reversed bandpass filter, is also easy to design. Simply duplicate the above bandpass design procedures, but leave the stub open instead of grounding it through a via. Because it is now an open stub, however, the end effect will demand that the length of the stub be trimmed down by approximately 5 percent below the calculated length: Cut a small amount off the end of the open stub until the center frequency is as desired (not all electromagnetic microwave simulation software packages will take the end effect into account).

---

**Figure 6.41** Proper distributed component length to ground via.

**Figure 6.42** A microstrip layout for an equivalent lumped tank circuit for a high-impedance parallel tank.
A 3-pole distributed microstrip Butterworth interdigital BP filter (Fig. 6.44). The following 3-pole BPF is fine for a simple distributed filter, but simulation will be required to optimize for proper performance. Specifically, adjust the spacing $S$ between elements for improved $S_{21}$ and $S_{11}$ and to attain your desired bandwidth.

1. Compute the percentage of bandwidth required at the 3-dB-down points at the center frequency of interest:

$$
\%BW_{3\text{db}} = \left( \frac{F_{u(3\text{dB})} - F_{L(3\text{dB})}}{f_{\text{CENTER}}} \right) \times 100
$$

where $\%BW_{3\text{db}} =$ percentage of the bandwidth at the 3 dB points

$F_{u(3\text{dB})} =$ frequency of the upper 3-dB point, Hz

$F_{L(3\text{dB})} =$ frequency of the lower 3-dB point, Hz

$f_{\text{CENTER}} =$ filter’s center frequency, Hz

2. The length of dimension $L$ will be 90 degrees. Calculate the length $L$, in mils, of these 90 degree microstrip elements as in “Shorted-Stub Bandpass Filter,” above.

3. Calculate the width $W$ of the 60-ohm microstrip elements as in “Shorted-stub bandpass filter,” above.

4. Calculate the length $A$ of the two outer filter elements from the center of the microstrip input/output transmission lines to the ground via:

$$
A = CF \left[ L - \left( \frac{F_L}{F_u} \right) L \right]
$$

where $A =$ length to center of the input and output 50-ohm transmission line from the center of the ground via.

$CF =$ correction factor; if $\%BW_{3\text{dB}}$ as calculated above is: 30% BW, $CF = 1.30$; 20% BW, $CF = 1.35$; 10% BW, $CF = 1.70$; 5% BW, $CF = 2.0$

$L =$ length of the 90 degree stub, as calculated in step 2 above, from just below B section to the center of the ground via, in mils
5. To calculate the length required of extension B on each of the outer elements (B is the same width W as the elements themselves, or 60 ohms):

\[ B = A \times CF \]

where  
- \( B \) = additional length to be added to both end stubs, mils  
- \( A \) = length to the center of the input and output 50-ohm transmission line from the center of the ground via as calculated above  
- \( CF \) = correction factor required for various 3-dB filter bandwidth percentages (\( \%BW_{3dB} \)) : 30% BW, \( CF = 0.20 \); 20% BW, \( CF = 0.14 \); 10% BW, \( CF = 0.05 \); 5% BW, \( CF = 0.01 \)

6. To find the proper spacing between each grounded stub section:

\[ S = A \times CF \]

where  
- \( S \) = spacing between adjacent stubs, mils  
- \( A \) = length to the center of the input and output 50-ohm transmission line from the center of the ground via  
- \( CF \) = correction factor for various bandwidth percentages (\( \%BW_{3dB} \)) as calculated above: 30% BW, \( CF = 0.09 \); 20% BW, \( CF = 0.2 \); 10% BW, \( CF = 0.55 \); 5% BW, \( CF = 1.4 \)
7. Ground each stub section directly to the ground plane through a via at the indicated end.

8. Optimize for good $S_{21}$ and $S_{11}$, as well as for the desired bandwidth.

**Low-pass filter (Fig. 6.45).** A low-pass filter at microwave frequencies can be designed by using the distributed equivalent in microstrip. Design a lumped filter, and convert these lumped reactive values to distributed equivalent components (see Sec. 1.3.2, “Microstrip as equivalent components”). However, converting from a lumped LPF into an equivalent distributed LPF can be difficult because of the excessively low or high line impedances required to meet a calculated lumped filter’s equivalent reactance, while remaining with a line length shorter than 30 degrees for decent filter realization. This can be overcome by designing a hybrid filter: a combination of lumped and distributed parts.

**High-pass filter.** A pure distributed high-pass filter is not easy to design. This is because of adjacent coupling when a simple equivalent circuit is employed, plus the added complication of having to use the series lumped capacitors that are needed in such a structure.

### 6.2.4 Distributed filter issues

*Element collisions* occur when the distributed microstrip elements become too close together in the filter’s distributed design, and can actually touch or overlap. A different layout or dielectric constant would then be indicated.

Many distributed filters will have odd and even bandpass returns (*reentrance*) that will reduce the stopband attenuation to very poor levels at various frequencies. Some distributed filters that integrate lumped components, such as the combline microstrip/capacitor filter, will have less of these harmonic passbands within their stopbands. This same effect will also occur with low-pass and stopband filter structures. Reentrance with half-wave filter types occurs at every other harmonic.

![Figure 6.45 Lumped low-pass filter structure and distributed equivalent.](image)
Both the bottom and top ground plane of a PCB should be connected together by through-hole vias in order to form a continuous ground plane, since most microwave circuits will have not only this bottom layer, but also a top ground plane around the circuit or filter structure itself, which covers most of the bare top surface area with copper. The top layer assists in reducing EMI and field coupling and produces better heat dissipation and grounding.

Distributed (and lumped) filters can become detuned if a hand is placed near to the circuit, or a cover or other conductive material is located closer than designed. This is due to proximity effects, and must be considered when a distributed design is synthesized or built. All high-end microwave simulator programs are able to take this into account by permitting the engineer to set the distance that the metal shield (“box”) will be above and to the side of the circuit or filter.

6.3 Diplexer Filters

6.3.1 Introduction

Diplexers are two or more combined filters in a single package that are adopted to separate two or more different frequencies. This concept can be employed to separate the transmit from the receive frequency in a frequency division duplex (FDD) transceiver, in which application it is sometimes referred to as a duplexer. A diplexer also can be placed at the output of a mixer stage (Fig. 6.46), where it functions as an absorptive filter. In this mixer application, the first filter of the diplexer has a passband that corresponds to the undesired frequencies, so these pass right through and are then terminated into a 50-ohm load. These same undesired frequencies are blocked from entering the second filter by the filter’s own stopband, but its passband passes the desired signals onto the IF sections of the receiver. Thus, the undesired signals through the first filter are absorbed, instead of reflected, because they are properly terminated into the 50-ohm resistive load. This will prevent any undesired frequency products—created by mixer nonlinearities—from being bounced off a standard filter’s reflective stopband and returning to the mixer, causing increased IMD levels.

![Diagram of Diplexer](image)

**Figure 6.46** A BPF diplexer placed at the output of a conversion stage to decrease IMD.
There are many different combinations of two-filter diplexers: bandpass-bandpass, bandpass–low pass, low pass–high pass, etc., depending on the application.

### 6.3.2 Diplexer design

A diplexer must be designed as two different-frequency filters with nonoverlapping passbands. If their passbands are placed too close together, they will react adversely with each other. This deleterious effect will decrease return loss and increase insertion loss, while losing passband flatness and symmetry. In addition, each filter section of a bandpass diplexer should normally begin with a *series* resonant pole at the input, and not a shunt element, as a shunt element can short out the other filter’s frequency of interest and destroy the return loss of the entire diplexer.

Both bandpass filters of the diplexer of Fig. 6.47 have a series resonant input pole instead of a shunt tank, and each filter has a 50-ohm input. (A 100-ohm input impedance is not required because each filter is resonant at a different frequency, $f_{r_1}$ and $f_{r_2}$; this allows each filter to pass its frequency of interest, with the other filter looking like a complete open.)

A simple bandpass type of diplexer is shown in Fig. 6.48, and can be used in nondemanding applications:

1. $Q = \frac{f_r}{BW}$
2. $L_2 = \frac{Q \cdot 50}{6.28 f_r}$
3. $C_2 = \frac{1}{L_2(6.28 f_r)^2}$
4. $L_1 = \frac{50}{Q(6.28 f_r)}$
5. $C_1 = \frac{1}{L_1(6.28 f_r)^2}$

![Figure 6.47](image.png)

Figure 6.47 A BPF diplexer arrangement.
where \( BW \) = bandwidth of the desired output signal at 3 dB down, Hz, and \( f_r \) = frequency of the desired signal, Hz.

Other, much more selective diplexers (with more poles), can be rapidly designed by simply joining two standard 50-ohm filters, with nonoverlapping passbands and series input poles, together. Design the filters as presented in Sec. 6.1.3, “Image parameter design,” or utilize any common filter design program.

6.4 Crystal and Saw Filters

6.4.1 Introduction

In certain low- and medium-frequency applications, crystal or ceramic components can be used in place of LC filters, especially for narrow bandwidth, tight-skirt filtering (however, special ceramic filters that are designed to function at up to 6 GHz are quite common). This is because of their superior \( Q \) and frequency stability compared to LC filters. Ceramics are much lower in \( Q \) than crystals, but are also lower in cost and more sturdy. Nonetheless, crystals and ceramics have almost the same general characteristics. Crystals, and to a lesser extent ceramics, basically function as ultrahigh-\( Q \) series (and parallel) resonant circuits, with an extremely low (or an extremely high) impedance at resonance over a very narrow bandwidth.

All crystals have a series and parallel resonant mode. The parallel mode is slightly higher in frequency than the crystal’s series resonance, and is due to the parallel capacitance of the crystal’s holder, \( C_{\text{PLATE}} \), as shown in Fig. 6.49. At series resonance, \( R \), which is a pure resistance of around 25 to 250 ohms [called the equivalent series resistance (ESR)], is the only impedance seen, since \( L \) and \( C \) will cancel each other. The resonant frequencies will depend not only on the thickness of the crystal, but also on the way it is cut, the crystal substance employed, and the holder capacitance.

However, additional crystal modes besides series and parallel can be used, such as the overtone, or harmonic, mode: A crystal is capable of being forced to resonate efficiently at odd harmonic intervals of its fundamental frequency, which are at the third, fifth, seventh, and up to the eleventh harmonic. To be
completely correct, the overtone of a crystal is normally at a slightly different frequency than an exact odd-integer multiple (harmonic) of the fundamental, and is due to phase shifting within the crystal’s structure. Nonetheless, these overtone modes will, unfortunately, force a crystal or ceramic filter to have reentrance modes at approximately odd-integer multiples of the series resonant frequency, causing decreased attenuation at specific points in the stopband. This can be overcome by special design procedures, specifically by adding an LC low-pass filter at the crystal filter’s output to attenuate these extra passbands.

Crystals can be found singly, as well as in larger combinations, in RF filters. Crystal-lattice filters (Fig. 6.50) contain several crystals within a single package, and are adopted for use as a very sharp bandpass filter. The input and output employ RF transformers with shunt capacitors, while each set of crystals (Y₁ plus Y₂ and Y₃ plus Y₄) is cut to a different frequency (the matched set of Y₁ and Y₂ having a lower resonant frequency than the other matched set of Y₃ and Y₄). This is so we may attain the desired bandwidth and selectivity.

One form of the ceramic ladder filter is shown in Fig. 6.51. It contains a stack of ceramic filters, with coupling between the individual resonators being accomplished by capacitors. The coupling can also be done with shunt inductors. All the crystals in this filter are trimmed to the same series resonant frequency. Input and output impedance matching may be achieved with an LC network.

Today, crystal filters are normally made to order by various specialized companies, and will comprise resonators, transformers, and trimmer capacitors all within a single, small package.

### 6.4.2 Crystal and saw filter issues

SAWs are inherently capacitive in nature, and this capacitance must be tuned out. This can be accomplished by placing a series inductor at each SAW input to obtain a proper impedance match to a 50-ohm system, with some SAW matching circuits being a little more complex. When utilizing these matching inductors in a SAW filter circuit, use either shielded coils, or place a shield between the input and output of the SAW (called a septum), or place one coil...
on one side of the PC board and the other coil on the other side. These precautions are to prevent (or lessen) unwanted coupling between SAW ports, which would decrease SAW isolation and lower the effectiveness of the SAW filtering action, since nondesired frequencies could slip around the high-insertion-loss SAW filter.

There are a few limitations and problems with SAW filters that hinder their usefulness to some extent:

1. SAWs cannot have any of their filter specifications—such as center frequency, bandwidth, and insertion loss—changed after a production run, since they are manufactured in large quantities by a masking process that is similar to an integrated circuit process.

2. Off-the-shelf SAWs can be readily obtained only at certain common center frequencies and bandwidths. This is because of the expense of custom manufacturing these filters in smaller quantities.

3. SAWs can have very high insertion losses (up to 25 dB), especially at wider bandwidths. This usually must be corrected by an amplifier circuit placed after the SAW filter.

4. Variations in temperature across the SAW can cause increased BER in digitally modulated radios.

5. Unpredictable discharges of energy from the SAW structure can occur with some wideband SAW devices, causing destruction of other components within the circuit. This problem can be alleviated by placing shunt 5-kilohm resistors at the SAW’s input and output.
6. SAW filters can have odd or even harmonic spurious responses. These spurious responses will degrade the SAW's stopband attenuation.

7. SAWs can have high time delays through the filter structure of up to 1μs or more, which are problematic in certain circuits.

SAWs do, however, have a few features that are hard to beat by any other filter type: They have as close to a brickwall filter response as can be obtained today, are physically small, do not need to be tuned, and are low cost when purchased in huge quantities.

6.5 Active Filters

6.5.1 Introduction

Active filters typically use an operational amplifier and an RC filter network to obtain low-pass, high-pass, and bandpass responses at low frequencies.

Passive RC networks themselves can be employed alone as a simple, non-resonant filter for certain audio applications, and can be utilized to attenuate RF, while passing only DC and the low-frequency AC. As an example, the basic RC filter of Fig. 6.52a works as a low-pass filter by a voltage divider action: The capacitor C will have a low reactance to higher frequencies, while the resistor is chosen to be of such a value as to be of a significantly higher resistance to higher frequencies than C. Thus, high-frequency signals are dropped across R, while little RF will be dropped across C. However, with lower frequencies, the reactance of C is higher than the resistance of R, so the low frequencies get dropped across C, and are then tapped from the output with low attenuation.

Reversing the resistor with the capacitor will create the opposite effect, producing a high-pass filter (Fig. 6.52b). Thus, any low frequencies will now be dropped across the high reactance of C, but not across the lower resistance of R. Higher frequencies will easily pass through the lower reactance of C, but be dropped across the higher resistance of R. Since the output is across R, a high-pass filter has now been formed.

A sharper filter response curve, along with an insertion gain instead of a loss, and filter buffering from the effects of the load, can be obtained if we insert a high-gain amplifier, such as an op-amp, within the above RC filter.

![Figure 6.52](image)

(a) A basic RC low-pass filter; (b) a basic RC high-pass filter.
Figure 6.53 is a common RC active low-pass filter, and functions so: $C_2$ passes the higher frequencies to ground, while $C_1$ sends a degenerative feedback to the noninverting input as the frequency increases. This is caused by the capacitor’s decreasing capacitive reactance at increasing frequencies. Thus, $C_1$, $C_2$, $R_1$, $R_2$, and the op-amp efficiently form an active low-pass filter.

An active high-pass filter is shown in Fig. 6.54, with $R_2$, $C_1$, and $C_2$ forming a simple high-pass filter that is used to send the higher frequencies to the op-amp’s input with little attenuation. At the lower frequencies, however, the increasing capacitive reactance of $C_1$ and $C_2$ attenuates, decreasing their signal at the filter’s output.

The active bandpass filter of Fig. 6.55 employs a feedback network that readily passes all frequencies back to its input that are not within the filter’s passband and, since this feedback is degenerative, all but a narrow passband of desired frequencies will be attenuated.

### 6.5.2 Active filter design

All of the active filters below have a Bessel response, and are meant to be driven from a low-impedance source that is significantly below $R_1$ in value.
An active audio bandpass filter (Fig. 6.55).

1. Select the filter’s desired voltage gain ($A_v$).
2. Select the filter’s desired center frequency ($f_c$) and bandwidth (BW).
3. Calculate the required $Q$ of the filter by $Q = f_c/BW$. (Note: $2Q^2$ must be greater than $A_v$, or the filter design will not function as expected.)
4. $C_1 = C_2 = 0.1 \mu F$
5. $R_1 = \frac{Q}{A_v \cdot 6.28 \cdot f_c \cdot C_1}$
6. $R_2 = \frac{Q}{(2Q^2 - A_v) \cdot 6.28 \cdot f_c \cdot C_1}$
7. $R_3 = \frac{Q}{\left(\frac{6.28 \cdot f_c \cdot C_1 \cdot C_2}{C_1 + C_2}\right)}$

These active filters can be cascaded for more selectivity. However, the bandwidth will become increasingly more narrow as more active sections are added. The problem can be neutralized by anticipating the reaction, and designing the initial filter section wider than we would if employing just a single filter. As a very rough guide, we should double the bandwidth (BW) in the above equations for each section added in cascade. For example, if we require a three-stage bandpass filter with a bandwidth that will pass 500 Hz, then we would design the initial single stage to have a bandwidth of 1500 Hz, and then simply add two more of these duplicate stages. The three-stage cascaded audio filter will then end up with a final bandwidth of approximately 500 Hz.

An active audio low-pass filter (Fig. 6.53)

1. $A_v = 1$
2. $C_1 = C_2 = 0.022 \mu F$
When cascading low-pass filter sections for added selectivity, we double the cutoff frequency \((f_c)\) in the above equation for each filter we plan to cascade. For instance, if we are cascading two sections, and we desire a 1-kHz 3-dB cutoff frequency, then design each section to have a 3-dB \(f_c\) of 2 kHz. The final cascaded output will then have an approximately 1-kHz low-pass cutoff.

An active audio high-pass filter (Fig. 6.54)

1. \(\text{Av} = 1\)
2. \(C_1 = C_2 = 0.022\mu\text{F}\)
3. \(R_1 = R_2 = \frac{1}{6.28f_c \sqrt{C_1C_2}}\)

When cascading high-pass filter sections for added selectivity, we cut in half the cutoff frequency \((f_c)\) in the above equation for each filter we plan to cascade. For instance, if we are cascading two sections, and we desire a 1-kHz 3-dB cutoff frequency, then we design each section to have a 3-dB \(f_c\) of 500 Hz. The final cascaded output will then have an approximately 1-kHz high-pass cutoff.

6.6 Tunable Filters

6.6.1 Introduction

A filter that can change frequency with the application of a control voltage across varactor diodes can be an invaluable asset in the design of receivers and transmitters in today’s packed spectrum. Certain ultrawideband transmitter frequency conversion stages can also benefit by allowing the selective filtering of excessive local oscillator feedthrough from entering the IF or RF stages.

Single varactors are capable of changing capacitance from 0.63 to 2.67 pF all the way up to 3.8 to 20 pF (and above) by the placement of a 0- and 20-V control voltage. This range of capacitances is perfect for tunable filter designs that are not in excess of the VHF and lower UHF regions.

Alpha Industries manufactures an entire range of low-resistance varactors that are ideal for operation in a high-\(Q\) variable-frequency bandpass filter.

6.6.2 Tunable filter design

A half-octave range 50-ohm tunable bandpass filter (Fig. 6.56)

1. Design a basic top capacitor-coupled bandpass filter (Fig. 6.57) with any standard RF filter design program, such as AADE’s low-cost Filter Design software (available at AADE.com). Select a center frequency for the top
capacitor-coupled bandpass filter at either the high end, low end, or middle of the tunable range of the desired bandpass frequencies, depending on the initial tuning voltages you plan to supply to the tuning varactors.

2. Now, remove $C_1$ and $C_2$ of Fig. 6.57, add the replacement components $C_v$ (a varactor diode) and $C_T$, along with the bias resistors $R_1$ and $R_2$, as shown in Fig. 6.56. $R_1$ isolates the two varactors from the effects of each other and, with $R_2$, prevents a direct RF short-circuit to ground through $V_{TUNE}$; $C_T$ blocks the DC inserted by $V_{TUNE}$ from being short-circuited by $L_1$ or $L_2$; $C_v$ supplies the variable tuning capacitance; $C_C$ couples the two tank circuits consisting of $L_1$ and $C_v/C_T$, and $L_2$ and $C_T/C_v$. Select $R_1$ of 24 kilohms each and $R_2$ of 100 kilohms. If $V_{TUNE}$ is to be located at 10 V with a 20-V varactor, choose a varactor diode ($C_v$) that has a value of $C_1$ in the center of the varactor’s capacitance range, then select a $C_T$ that is approximately 10 times this value. The capacitance of the series combination of $C_T$ and $C_v$ in series, is:

$$\frac{C_TC_v}{C_T + C_v}$$

This is essentially the value of $C_v$ alone because of the high capacitance of $C_T$. And since the value of $C_1$ and $C_2$ in Fig. 6.57 must equal the series combination of $C_T$ and $C_v$ of Fig. 6.56, then $C_T$ is functioning only as a DC
blocking capacitor, while \( C_v \), the varactor, is supplying all of the tuning capacitance for the filter’s tanks.

3. We can apply a tuning voltage \( V\text{\textsubscript{TUNE}} \) that will allow the varactor to linearly tune the filter to its maximum and minimum values, or, by supplying \( V\text{\textsubscript{TUNE}} \) with discrete voltages, we can filter in discrete steps. Because of parasitic capacitance and inductance at these frequencies, the finished filter may have to be empirically optimized on the bench.

4. Since varactors are extremely limited in the value of their maximum capacitance, then as the frequency of the tunable filter is designed for operation below the VHF region, we would like some way of increasing the capacitance of the \( C_T \) and \( C_V \) combination (as \( C_1 \) and \( C_2 \) will naturally increase in value with decreasing frequency). The simple way of raising this overall capacitance level of the series \( C_T \) and \( C_V \) combination is to add a capacitor \( (C_S) \) in shunt with \( C_T \) and \( C_V \), which will now increase the capacitance in each leg to:

\[
C_S + \frac{C_T C_V}{C_T + C_V}
\]

This will provide the larger required capacitance value dictated by the \( C_1 \) and \( C_2 \) capacitors, as calculated for Fig. 6.57. However, the relative tuning range will obviously decrease as the design frequency is decreased, since \( C_V \) will now have far less of an effect on altering the increased fixed capacitance of \( C_S \) (Fig. 6.58). In addition, the minimum value of capacitance will be set by the value of \( C_S \). Nonetheless, more varactors can be paralleled to increase the tuning range, as required, and more varactor-tuned LC tanks can be added to increase the selectivity of this tunable filter.
Over its entire tuning range, this type of filter cannot be expected to maintain its bandwidth, insertion loss, or return loss, but it should be quite acceptable for most variable-filtering applications.

A top-coupled inductor type tunable filter can likewise be built as a base for this tunable filter if upper frequency attenuation is more important than the superior, low-frequency attenuation of a top capacitor-coupled filter.

Figure 6.58  The tuning range capacitance of the varactor circuits (a) without $C_s$ and (b) with $C_s$.
Always select high-$Q$ inductors for any RF filter, but especially for these tunable varieties, to decrease any large variations in insertion loss over frequency. Since the filter as designed with software for the initial basic coupled capacitive filter of Fig. 6.57 will permit the choice of the tank inductor’s value, select as low an inductance as the program allows. This is in order to decrease the filter’s size and cost, and to increase the $Q$ and the performance of the final design.
Mixers are 3-port active or passive devices. They are designed to yield both a sum and a difference frequency at a single output port when two distinct input frequencies are inserted into the other two ports. This process is called frequency conversion (or heterodyning), and is found in most communications gear. It is used so that we may increase or decrease a signal’s frequency. The two signals inserted into the two input ports will normally be a continuous wave, produced within the radio by a local oscillator, and the incoming (for a receiver) or outgoing (for a transmitter) signal. If we want to produce an output frequency that is lower than the input signal frequency, then it is called down-conversion; if we want to produce an output signal that is at a higher frequency than the input signal, it is referred to as up-conversion. Indeed, most AM, SSB, and digital transmitters require mixers to convert up to a higher frequency for transmission into space, while superheterodyne receivers require a mixer to convert a received signal to a much lower frequency. This lower received frequency is then called the intermediate frequency (IF). Receivers must use this lower frequency signal, as it is much easier to efficiently amplify and filter with the IF stages tuned and optimized for a single, low band of frequencies, and the receiver’s gain and selectivity are thus increased. The frequency conversion process within the nonlinear mixer produces the intermediate frequency by the heterodyning, or beating, of the input signal with the receiver’s own internal LO. This mixer circuit can consist of a diode, BJT, or FET that is overdriven or biased to run within the nonlinear part of its operation. However, the beating of the two input signals yields not only the signal, the local oscillator, and the sum and difference frequencies of these two signals, but also many spurious frequencies at the mixer’s output port. Nonetheless, most of these undesired frequencies will be filtered out within the receiver’s IF, resulting in the new desired frequency (consisting of the carrier and any sidebands) now at the difference frequency. This new lower frequency will then be amplified and further filtered as it passes through the fixed tuned IF strip.
There are three basic classifications for both active and passive mixers. Briefly:

*Unbalanced* mixers have an IF output consisting of $f_s$, $f_{LO}$, $f_s - f_{LO}$, $f_s + f_{LO}$, and other spurious outputs. They will also exhibit little isolation between each of the mixer’s three ports, resulting in undesired signal interactions and feedthrough to another port.

*Single-balanced* mixers will at least strongly attenuate either the original input signal or the LO—but not both—while sending less of the above mixing products on to its output than the unbalanced type.

*Double-balanced mixers* (DBMs) supply superior IF-RF-LO interport isolation, while outputting only the sum and difference frequencies of the input signal and the local oscillator, and significantly attenuating three-quarters of the possible mixer spurs. This makes the job of filtering and selecting a frequency plan a much easier task.

### 7.1 Passive Mixers

#### 7.1.1 Introduction

Passive mixers permit a much higher RF input signal level than active mixers before severe distortion products within the output IF becomes unacceptable. These distortion products are in the form of intermodulation distortion (IMD), along with compression distortion. The IMD may fall in-band, or cause other signals to fall in-band, possibly swamping out or creating interference to the baseband signal. This causes additional noise, which will degrade system performance and BER.

Passive mixers also possess a lower noise figure than active mixers, which is very important for any stage within the front end of a low-noise receiver. However, passive mixers will have an insertion loss of around 7 dB, instead of the insertion gain that active mixers produce.

The passive mixer conversion losses are caused by the mixing diode’s internal resistance, port impedance mismatches, mixer product generation, and the inevitable 3 dB that is wasted in the undesired sum or difference frequency. (This sum or difference frequency is removed by filtering, thus cutting a mixer’s final output power in half).

Figure 7.1 is a common double-balanced mixer, which utilizes a *diode ring* to achieve frequency conversion of the input signal. The mixer’s diodes are being constantly switched on and off within the ring by the LO, while the RF signal is alternately sent through the diodes, this mixes the two signals in a nonlinear manner, producing the IF output frequency. DBMs can function up to 8 GHz (and beyond) by using *hot-carrier (Schottky)* diodes, which possess low noise and high conversion efficiency.

DBMs made of discrete lumped components and placed on the wireless devices' PC board are seldom utilized today. Instead, double-balanced mixers...
are available in a module, with the diodes and transformers already balanced within a single, low-cost dual in-line package.

Lower-end passive mixers are available that employ either a single diode (Fig. 7.2a) or double diodes (Fig. 7.2b). These mixers are not double-balanced and, in contrast to an active mixer, must be supplied with a high-amplitude LO signal (but not as high as a DBM's). Nonetheless, they are cheap and require few components.

### 7.1.2 Types of passive mixers

There are several types of passive mixer designs available, depending on cost and performance levels required. Some of these passive diode mixers have already been introduced above, but will be further investigated in this section.

Figure 7.3 shows a one-diode, single-ended mixer. This type of device is found only in low-cost circuits, with the isolation between ports being supplied by bandpass and low-pass filters that are separated in frequency. The mixer circuit can also take advantage of the low level of LO power needed to drive the single-diode mixing element compared to the higher drive levels required of a DBM. The single-ended mixer shown, however, has a rather narrow bandwidth, poor port-to-port isolation, a low intercept point, and inferior intermodulation distortion suppression. If we would like to increase the specifications and overall quality of this device, we will need to increase the number of diodes. This will allow a higher LO drive input level, which automatically forces an increase in the mixer’s 1-dB compression point because the P1dB is always about 10 dB below the LO for all diode mixers. Thus, the higher the LO drive that can be inserted into a mixer, the higher the P1dB possible. As we are then demanding a more powerful LO, this will unfortunately cost more and radiate a higher level of EMI.
Single-balanced mixers, as shown in Fig. 7.4, are composed of two balanced diodes, a balun (which converts the unbalanced LO output to a balanced mixer input, matches the diodes to the port's impedance, helps in port-to-port isolation, and balances the diodes), and two filters (one each at the RF and IF ports for improved isolation). These mixer types will balance out (cancel) and filter the LO power, preventing excessive LO feedthrough at the RF and IF.
ports. In fact, single-balanced mixers are superior to single-ended mixers in LO-to-IF and LO-to-RF isolation, as well as in their wider bandwidth operation. Furthermore, intermodulation distortion suppression is increased over the single-ended type because any IMDs made up of even harmonics will be suppressed by the balanced-circuit action, and since twice as many diodes are typically used with this circuit—along with higher LO power—the same RF amplitude levels inserted into the single-balanced mixer’s input will create less IMD to be generated in the first place. Negative attributes (compared to a single-ended mixer) would be that the LO power must be higher, which necessitates a more expensive and power-hungry oscillator, and the parts count is increased, as a perfectly balanced balun and one more (matched) diode must be used, further increasing costs.

Single-balanced mixers’ name comes from their single-balanced balun, while double-balanced mixers (Fig. 7.1) are so named because they employ two baluns. These double-balanced mixers will output only strong IMD products that are constructed of both odd RF and odd LO harmonics. This decreases the DBM’s total output of mixer products to a quarter of the amount generated within any simple mixer. However, mixer products are suppressed to varying levels depending on the quality of the diode match and the accuracy of the balun balance. So, while a DBM requires twice the LO power as a single-balanced mixer, as well as double the number of balanced diodes and baluns, a DBM will have much better IMD suppression, a wider bandwidth, and a higher intercept point.

Triple-balanced mixers (TBM), also known as double double-balanced mixers (DDMs), have baluns at all three ports, with two complete diode rings. They have increased intercept points for decreased mixer product generation and two-tone intermodulation distortion levels, as well as better port-to-port isolation and a wider possible IF bandwidth. However, TBM need higher LO power and another matched diode ring and balanced balun above that demanded of a DBM. The price will also be higher.

7.1.3 Passive mixer design

As mentioned, DBM design and construction is best left to the mixer manufacturing companies. When utilizing DBMs in your wireless design, purchase a completed device from one of these companies, as it will be a cheaper solution than attempting to develop one from scratch. For pointers on selecting the correct passive mixer for your design, see Sec. 7.1.4, “Passive Mixer Issues.”
Single-balanced mixers are a different story. The distributed passive single-balanced mixer presented next will be lower in cost to personally design and build than to purchase—depending on, of course, the quantities involved.

**Distributed single-balanced microwave 90 degree narrowband hybrid mixer for UHF and above (Fig. 7.5).** This mixer structure will have decent dynamic range, and requires approximately +5 dBm LO power, with satisfactory LO-to-IF and LO-to-RF isolation for most applications. It enjoys good IMD performance, with fair cancellation of even harmonic signals. However, the IF must be no higher in frequency than 50 MHz, since the difference between the LO and RF frequencies must be relatively small because of the mixer’s resonant distributed design, which has to be able to react to *both* the RF and the LO frequency. For maximum LO rejection, design each microstrip section for the LO’s output frequency.

Perform the mixer design by first computing the following microstrip lengths:

\[ A = \left( \frac{\lambda}{4} \right) \times V_p \text{ (at LO frequency)} \text{ with 50-ohm microstrip.} \]

\[ B = \left( \frac{\lambda}{4} \right) \times V_p \text{ (at LO frequency)} \text{ with 35.5-ohm microstrip.} \]

\[ C = \left( \frac{\lambda}{4} \right) \times V_p \text{ (at RF)} \text{ with 50-ohm microstrip (C short-circuits RF to ground. Bends do not affect actual length, but are used for compactness).} \]

\[ D = \left( \frac{\lambda}{4} \right) \times V_p \text{ (at LO frequency)} \text{ with 50-ohm microstrip (D short-circuits the LO to ground. Bends do not affect actual length, but are used for compactness).} \]

\[ E = 50\text{-ohm microstrip (the two 50-ohm microstrip traces must be of equal length).} \]

\[ RFC = \left( \frac{\lambda}{4} \right) \times V_p \text{ (at LO frequency)} \text{ with 100-ohm microstrip.} \]

For the diodes, select the appropriate Schottky diodes for the frequency of operation and the application.

![Diagram of the mixer design](image-url)
7.1.4 Passive mixer issues

The selection of a proper DBM for a particular receiver or transmitter application will depend on the required P1dB compression point, LO power, device cost, port isolation, and two-tone intermodulation and mixer-generated product suppression.

Undesired frequency product generation, and its suppression, is important in the entire heterodyning process, so we will delve into this subject a little further. Output mixer products (Fig. 7.6) are formed by the mixing, in the nonlinear diode elements of a DBM, of the incoming single-tone RF (and its resultant harmonics) with the single-tone LO (and its resultant harmonics). This creates high-order distortion products that are higher and lower in frequency than the desired product, which is normally either the sum or difference frequency of the LO and RF in a receiver, or the LO and IF in a transmitter.

Two-tone intermodulation products are created when two tones \( f_1 \) and \( f_2 \) are placed at the RF input port of the receiver’s DBM and, mixed with each other and the LO, give birth to high-order in-band spurious responses at the IF output port of the mixer. The higher the possible LO oscillator power, the lower the distortion products. Figure 7.7 demonstrates this point with three different level mixers (levels 7, 17, and 23), with each using its recommended LO input power of either 7, 17, or 23 dBm. In Fig. 7.7a, the level 7 mixer’s IF output shows high third-, fifth-, and seventh-order two-tone IMD products for a 0 dBm RF input. In Fig. 7.7b, the level 17 mixer decreases the IMD products for the same 0 dBm RF input amplitude. In Fig. 7.7c, the level 23 mixer shows IMD products much further down than even the level 17 mixer, at approximately 65 dBc.

A further issue in mixer design is demonstrated in Fig. 7.8. Boosting a level 7 DBM’s LO drive does not in itself drastically improve the IMD product suppression. This can be accomplished, in any significant way, only by increasing

![Figure 7.6 Various single-tone mixer spurs generated by the mixing of the RF (19 MHz) and the LO (20 MHz), and their harmonics.](image)
the number of diodes in each mixer leg from one to two in series (as well as with other techniques), and then increasing the LO drive, with a resultant improvement in IMD suppression.

The intercept point indicates the mixer’s capability to suppress intermodulation distortion, typically referring to two-tone, third-order intermodulation products. A high intercept point decreases the undesirable generation of this IMD. In the world of DBMs, the intercept point and the 1-dB compression point do not directly correlate to each other; so choosing a mixer simply for its high 1-dB compression point as a guarantee of increased two-tone suppression could prove a mistake.

As stated, two-tone, third-order products can be reduced by increasing the “level” of the mixer and correspondingly increasing its LO drive and/or by decreasing the power of the input two-tone RF signal. But since we will generally use the recommended LO drive for our chosen level of mixer, which will be selected in consideration of the maximum LO power available within our design, as well as cost constraints, then decreasing the input RF level is nor-
nally the easiest and cheapest solution for two-tone, third-order product improvement: by decreasing the input two-tone RF signal by 1 dB, we will decrease the output two-tone, third-order products by 3 dB. However, the inverse is also true: Increasing the RF two-tone input by 1 dB will increase the output two-tone, third-order products by 3 dB. And as these third-order products are the most dangerous spurious signals because they can fall in band at the mixer’s IF port, they must be attenuated to the lowest level the system requires.

To assure ourselves of decent intermodulation distortion performance and conversion loss variations, a Level 7 mixer should never be run with an RF input higher than $-3$ dBm (with the LO drive at the rated power level); a level 10 mixer never above 0 dBm; a level 13 mixer never above +3 dBm; and a level 17 mixer never higher than +7 dBm. In fact, decreasing these RF input levels to 20 dB below the LO drive is commonly done to reduce IMD generation to even lower amplitudes, while, unfortunately, also increasing the relative LO feedthrough.

It is possible to calculate the highest (in amplitude) two-tone, third-order spur level that is down from our desired signal by:

$$\text{TOIM}_{\text{SUP}} = 2(\text{TOIP} - \text{RF}_{\text{IN}})$$

where $\text{TOIM}_{\text{SUP}} = \text{third-order intermodulation suppression down from the}$

signal of interest, in dBC, at the mixer’s output port

$\text{TOIP} = \text{third-order input intercept point of the mixer, dBm}$

$\text{RF}_{\text{IN}} = \text{power, in dBm, of the RF signal at the input to the mixer}$

Appropriate frequencies for the LO and IF should be selected during the frequency-planning stage that will minimize the number and strength of the mixer products present within the IF bandpass of the DBM. This is most conveniently performed by employing the appropriate software, such as Blattenberger’s $RF$ $Workbench$, or The Engineer’s Club’s $MixerSpur$. Both of these low-cost programs will graphically indicate if there are any dangerous mixer spurs within the IF passband.

As all mixers have not only a nominal, but also a minimum and a maximum LO drive level as recommended by the manufacturer for the particular DBM, we may sometimes desire a minimum drive level for two reasons: sufficient LO power may not be available and/or LO feedthrough must be minimized. However, two-tone IMD suppression, conversion losses, and return loss will all suffer as a result. Slightly increasing the LO drive level above the nominal value will end in a higher NF and a higher LO feedthrough; but will improve the mixer’s two-tone IMD performance and mixer product suppression and decrease the conversion losses across the band. As indicated above, running the mixer at the recommended LO drive level is the best compromise for superior mixer performance.

In designing an upconverting superheterodyne receiver, the incoming RF signal should be placed at the passive mixer’s IF port, while the now higher
frequency IF output signal should be sent out of the mixer’s RF port. This is also valid for transmitter design, since the mixer will also be performing up-conversion.

When viewing the mixer’s input intercept point (IIP) specification on a data sheet [IIP is equal to the input RF power level, in dBm, in which the attenuation of intermodulation distortion will be at 0 dBc (0 dB below the carrier)], we sometimes may be required to convert from the input intercept to an output intercept point (OIP). This can be accomplished by:

\[ \text{OIP} = \text{IIP} - \text{CL} \]

where
- OIP = mixer output intercept point, dBm
- IIP = mixer input intercept point, dBm
- CL = mixer conversion loss (usually 6 to 9 dB), dB

An image reject mixer in a superheterodyne receiver can be used to phase-cancel the offending image frequency and image noise instead of employing a filter for this purpose. One way this is accomplished is shown in Fig. 7.9. By using MIXER1 and MIXER2 to down-convert both the desired signal and the image to baseband by a 0 and +90 degree phase-shifted LO, the baseband Q leg of the signal is altered by 90 degrees, while the I leg is not phase-shifted at all. These two signals are then inserted into the COMBINER and added, which cancels the image frequency and adds the desired signal, doubling its amplitude. Image suppression is rarely better than 30 dB, however, so any high-amplitude signals present at the image frequency would still cause interference to be created in-channel.

![Image of an image-reject mixer circuit and waveforms.](image_url)
Operating a mixer in a harmonic mode allows a designer to use a much lower LO frequency than would normally be required. Ordinarily, only the sum or difference frequencies are employed at the IF output of the mixer, but any convenient mixing product may be utilized for this purpose: such as $f_{RF} - 3f_{LO}$, $f_{RF} - 5f_{LO}$, $f_{RF} + 3f_{LO}$ or the $f_{RF} + 5f_{LO}$ products. However, since these frequencies will be at a lower amplitude than the normal $f_{RF} - f_{LO}$ or $f_{RF} + f_{LO}$ products, supplemental amplification is required at the mixer’s output, as is nonreflective filtering with a diplexer. The nonreflective filtering is necessary since the undesired signals and products are reflected back into the IF port of the mixer because of the reflective stopbands of a normal output IF filter, causing two-tone IMD performance to suffer (sometimes by as much as 25 dB).

Some common terminology used to specify a DBM:

*Conversion compression*—A specification that indicates the maximum value of the input RF signal level that will obtain a linear increase in IF output power. For example, level 7 mixers will usually have a conversion compression of +2 dBm.

*Conversion loss*—The rated signal level difference between the input and the output of the mixer at the rated LO input power. For instance, a level 7 (+7 dBm LO drive) mixer may have a loss in power from input to output of 8 dBm at midband. Decreasing the LO drive to 0 dBm may increase conversion loss by 0.5 dB or more.

*Cross modulation*—If two signals are present at the input port of the mixer—one modulated and the other CW—this term describes the undesired transfer of the modulation from one signal to the other.

*High-side injection*—Occurs when the LO frequency is higher than the RF frequency in a conversion stage.

*Intercept point*—Superior two-tone, third-order product suppression demands a high intercept point. This value is approximately 10 dB higher at the mixer’s input than the conversion compression rating. Cross-modulation distortion and desensitization is also reduced with a high intercept point.

*Interport isolation*—The rating of the feedthrough between the mixer’s LO, RF, and IF ports. This is the value, in dB, that one port’s signal is attenuated at another port’s input or output. The most important of these isolation specifications is the LO attenuation at the IF and RF ports, since LO feedthrough is a major problem in receiver and transmitter systems design, and the RF to LO isolation is normally of little concern because of the RF’s low input levels. Typical LO-to-IF isolation is from 25 to 30 dB.

*Low-side injection*—Occurs when the LO frequency is lower than the incoming RF frequency in a conversion stage.

*Noise figure* (NF)—The noise added by the mixer. tvans the difference between the noise at the input of the mixer and the output of the mixer, in dB. When the mixer is driven with the proper LO drive level, the NF will equal the conversion loss.
7.2 Active Mixers

7.2.1 Introduction

Active mixers vary from passive diode mixers in that they can supply a conversion gain instead of a loss; they require far less LO power, are much less sensitive to port terminations, have better ultimate LO-to-IF isolation, and produce less mixer spurs. However, wide adoption of active mixers, such as the Gilbert cell type, has been dramatically hindered by a very poor IP3, high NF (around 15 dB), and the need for a DC supply voltage. The first two problems have limited the active mixer’s role to the later stages of a receiver where NF matters little, and where the dynamic range of the signal is more under control by the AGC.

Active mixers are available up to RF frequencies of 5 GHz, with IF frequencies of 2 GHz, and are double balanced.

7.2.2 Types of active mixers

As with passive mixers, there are different types of active mixers.

The single-ended FET mixer of Fig. 7.10 consists of a JFET, some biasing components, and two tuned tanks. The RF input signal is dropped across the first tuned input tank and sent to the JFET’s gate. An LO signal is inserted into the source lead, with the resultant converted signal removed from the JFET’s drain and placed across the tuned output tank. This second tank is tuned to the desired IF output frequency, with most of the mixing, RF signal, and LO frequencies being severely attenuated by this circuit. The secondary circuit of the output transformer takes this signal, reduces the high output impedance, and places it into the IF amplifiers.

A dual-gate MOSFET mixer of the type shown in Fig. 7.11 employs a MOSFET, some biasing components, and a single tuned tank. The RF signal is sent through the coupling capacitor into the second gate, while the LO is inserted into the first gate, with the sum and difference frequency, along with the mixer products, being sent on to the tuned circuit. Since this output tank is tuned to exactly the desired IF, all other frequencies are attenuated, while the IF itself is dropped across the transformer’s primary. The IF is then removed from the transformer’s secondary and sent on to the IF strip for further amplification and filtering.

Another low-cost active mixer is the single-ended transistor mixer of Fig. 7.12. Both the signal and the LO are inserted into the base and mixed together by the nonlinear Class AB-biased transistor. Obviously, unless a diplexer is placed at the input, the RF and LO have no real isolation between their ports. The original RF signal and the LO frequency, as well as all mixing products, are present at the transistor’s collector, but only the desired IF will be of any significant amplitude because of the primary and secondary tuned tank circuits.

A popular Gilbert cell mixer is shown in Fig. 7.13. The RF signal is inserted into the base of \(Q_1\) of the modified emitter-coupled amplifier (composed of \(Q_1\)
Figure 7.10  A single-ended JFET mixer circuit.

Figure 7.11  A dual-gate MOSFET mixer circuit.
and $Q_2$, while the square wave LO is input into the base of $Q_3$. The LO causes $Q_3$ and $Q_4$ to be on, and next $Q_1$ and $Q_5$ transistors are turned on, causing mixing of the LO and the RF, creating the IF signal.

Many active mixers can be operated past their maximum rated frequency, but there will be a conversion loss instead of a conversion gain. Depending on design, these mixers are also available for both balanced and unbalanced operation, and can be found in low-cost dual in-line packages.
7.2.3 Designing active mixers

Presented below are some low-cost discrete active mixer designs, but the IC mixer is normally the quickest and easiest route to take in today’s fast-paced wireless market.

**Dual-gate single-ended narrowband MOSFET mixer (Fig. 7.14).** This design will function up to 200 MHz with the proper active and passive components. The output can be diplexed or padded to slightly decrease IMD products. Stage gain will vary with LO amplitude and terminating impedances. The design proceeds as follows:

1. \( C_{LO} = C_c/10 \) (if LO is not buffered).
2. \( R_{G2} = 100 \) kilohm.
3. \( R_S = 560 \) ohm.
4. \( C_c < 1 \) ohm \((X_c)\).
5. \( V_{LO} \approx 6 \) V peak to peak.
6. \( V_{DD} = +12 \) V.
7. \( R_D = 2 \) to 5.6 kilohms. \((R_D \) pulls the MOSFET’s drain down to the value of \( R_{Dp} \), rather than to that of the MOSFET’s low-frequency, high-output impedance. This use of \( R_D \) helps IMD levels, but is not required at the higher frequencies, since \( Z_{OUT} \) drops as the frequency increases.\)
8. Match the input and output of the MOSFET to 50 ohms using \( S \) parameters.
9. The mixer should exhibit the following specifications:
   - \( V_{G2} = +1 \) V (supplied by self-bias to MOSFET)
   - \( P1dB = +1 \) dBm (output)
   - \( TOIP = +17 \) dBm (output)
   - \( RF_{IN} < -12 \) dBm (for decreased IMD levels)
   - \( GAIN \approx 12 \) dB \(- \) MAG \((\approx +10 \) dB\)
   - \( \) LO-to-RF isolation \( \approx 30 \) dB
   - \( NF \approx 8 \) to 10 dB

**Dual-gate MOSFET single-ended mixer (Fig. 7.15).** This mixer is good for undemanding applications up to approximately 400 MHz. The mixer’s output can be diplexed or padded to slightly decrease IMDs. Voltage gain of the mixer varies with LO amplitude and terminating impedances, but should be around 10.

1. Select an RF dual-gate N-channel E-MOSFET operational at the highest frequencies of interest.
2. \( C_B \) and \( C_c = 1/(6.28 \times f) \).
3. \( C_T = \frac{1}{4f_{IF}^2(\pi^2L_I^2)} \)
Figure 7.14 A narrowband active dual-gate MOSFET single-ended mixer.
4. Alternatively, \[ L_1 = \frac{1}{4f_{\text{IF}}^2(\pi^2C_T^2)} \]

where \( f_{\text{IF}} \) = frequency of the IF, Hz and \( f \) = frequency of the RF or LO, Hz.

5. \( R_1 = R_2 = R_3 = 100 \) kilohms.

6. \( R_E = 1.2 \) kilohms.

**Distributed narrowband microwave FET mixer (Fig. 7.16).** Even though a mixer is always run in nonlinear fashion, this mixer circuit can be effectively simulated by using \( S \) parameters in any linear software simulation program (such as Caltech’s *Puff* or Eagleware’s *Genesys*). In this way the input and output impedances, as well as the stability analyses, can be performed by a computer. After the circuit is computer analyzed, and then physically constructed, the mixer can be further tweaked by hand to provide the highest stability, conversion gain, and isolation, as well as the lowest LO input drive requirements. The design demands: a good \( S_{11} \) match at the RF input of the FET at the RF frequency; the FET’s output should be \( S_{22} \) matched at the LO frequency, and the IF output must be matched to the FET’s output. The output network must also form a diplexer. All of this permits the LO port to have a high return loss, while rejecting the IF frequency and allows the IF port to have a high return loss, while rejecting both the RF and LO frequencies from the output. This arrangement will enhance conversion gain,
minimize LO drive power, and output a relatively clean IF signal from the mixer’s output port:

1. $Z_1$ and $Z_9$ are microstrip transmission lines, and will equal 50 ohms.
2. $C_1$ will block DC but pass the desired RF frequency with less than 1 ohm $X_c$
3. $Z_2$ and $Z_3$ provide the proper input impedance match at the RF frequency for the GaAs FET device.
4. $Z_4$ acts as an RFC to the desired RF frequency, while $Z_5$ functions as a capacitor. They form bias decoupling for the negative $V_{CC}$ supply.
5. $R_1$ functions as a low-frequency termination to maintain mixer stability. Values between 10 to 50 ohms should suffice.
6. $C_2$ is used to bypass the IF away from the RF port.
7. $-V_G$ should be adjusted from $-5$ to $-1$ V for best mixer operation.
8. A JFET must be selected that can operate at a frequency far above the expected RF input frequency.
9. $Z_6$ and $Z_7$ will match the $S_{22}$ of the FET at the LO frequency.
10. $Z_8$ functions as an RFC to attenuate the LO from entering the bias supply ($+V_D$) or the IF output port, but allows the DC and IF to pass unhindered. $C_4$ passes the LO to ground, and acts as the RF ground for $Z_8$.
11. $C_5$ bypasses the IF to ground to decouple from $+V_D$.
12. $+V_D$ should initially be set to $+5$ V and then decreased for optimum performance.
13. $L_1$ and $C_6$ are chosen to match the IF frequency to the FET’s output, while low-pass filtering the IF output for increased isolation.
14. $C_7$ is a DC block, but passes the IF with little attenuation. Could be series resonant to attenuate other frequencies besides the IF.
15. $C_3$ is a DC block, and should be chosen to operate at its series resonant frequency at the LO to assist in blocking the undesired IF, while increasing port isolation.

**Integrated circuit double-balanced mixer (Fig. 7.17).** Active mixers, such as the HP IAM-82028, are useful in non-noise-sensitive applications that require a low LO input power (0 dBm) and load-insensitive performance. The IAM-82028 Gilbert cell–based mixer operates with a flat RF-to-IF conversion gain of 15 dB over a wide RF input range of 0.05 to 5 GHz. This mixer also enjoys an IF output capability of DC to 2 GHz, an output P1dB of +12 dBm (which depends on $V_{CC}$: $+7V_{CC}$ yields $+2$ P1dBm; $+12V_{CC}$ yields $+12$ P1dBm), and will function with a $V_{CC}$ of between 7 and 13 V. To design, simply add the coupling/decoupling components as shown, supply the proper grounds and $V_{CC}$, and the mixer is complete.
7.2.4 Active mixer issues

When Gilbert cell IC active mixers (Fig. 7.13) are operated at low frequencies, a square-wave local oscillator must be used to decrease the steadily rising NF of the mixer caused by the longer off times of the mixer quad transistors \(Q_3, Q_4, Q_5, Q_6\). A square wave will minimize these off times.

Figure 7.16 An active distributed mixer based on the JFET.

Figure 7.17 A popular IC active mixer.
When the active mixer is utilized in any up-conversion role, the input and output ports do not change as they would for a passive DBM. The input port will still be for the RF, while the output port will still be for the IF. However, since the IF port is generally capable of less than half (to as low as one-fifth) of the output frequency that the RF input port is capable of, then up-conversion (at least with any gain), will be limited to the rated output frequency of the IF port. Thus, most active IC mixers will be incapable of being used for up-converting a signal beyond 1 or 2 GHz.

Since most active MMIC mixers are much less sensitive to port mismatches than passive diode models, the LO input to the active mixer will normally not require an external buffer amplifier, nor will the IF port need a diplexer. But many IC active mixers will have DC voltages present at all ports, necessitating a series blocking capacitor at the RF, IF, and LO ports.
Most of today’s support circuits are so useful that a modern transmitter or receiver could not satisfactorily function without them. Support circuits include electronic switches, attenuators, frequency multipliers, automatic gain control, the power supply, for example. Other circuits can only be called “bells and whistles.” They are not essential for proper systems operation and are only present for added operator convenience; these circuits will not be discussed.

8.1 Frequency Multipliers

8.1.1 Introduction

Because sinusoidal crystal oscillators can rarely be designed to operate reliably at frequencies above 200 MHz, even on a crystal’s overtone, frequency multipliers, or sometimes SAW oscillators, must be employed for this purpose. The frequency doublers and triplers used in FM transmitters to increase a signal’s frequency, as well as in microwave local oscillator stages, are either a basic tuned-output nonlinear (Class B or C) amplifier or a diode multiplier circuit. These multipliers are not only able to increase an FM or CW signal’s frequency, but also any FM deviation present. This is required in an FM transmitter system, as a carrier oscillator’s frequency and its deviation may need to be multiplied by 30 or more times. For instance, a modulated RF carrier that began at 6 MHz, with an FM deviation of 150 Hz, could be altered, if fed through a $30 \times$ chain of multipliers, into an output frequency of 180 MHz, with an FM deviation of 4500 Hz.

Because of their nonlinear nature, common Class C amplifiers (Fig. 8.1) work quite well as frequency multipliers, especially when run into their saturation curve. Since any distortion of a continuous wave produces harmonics of the fundamental, an output of such an amplifier/multiplier can be rich in harmonics. The input tank is tuned to the fundamental frequency that must be
multiplied, while the output tank is tuned to an exact integer multiple of this frequency. Thus, the output tank of the active multiplier will not only send the selected harmonic on to the following stage, but will also attenuate the fundamental and the subharmonics created by the multiplication process.

The push-push doubler of Fig. 8.2 is another class of active frequency multiplier, and employs two active devices and two transformers. Since one JFET is receiving a 180 degree out-of-phase signal, while the other JFET is receiving an in-phase signal—and their outputs are tied together in parallel—twice as many output pulses will occur. These pulses are sent into the output tank circuit, which is tuned to the desired harmonic \(2f\). Active frequency doubling of the original input signal has thus taken place.

Passive methods of multiplying frequencies are prevalent as well. The tripler varactor frequency multiplier of Fig. 8.3 is one such circuit: As the frequency to be multiplied is coupled into the input tank through the transformer, which is tuned to this \(1f\) frequency, the varactor will be continuously switched on and off. This action severely distorts the \(1f\) frequency, creating harmonics of \(n f\). In this case we have a tripler, so the undesired second harmonic is shunted to ground through the series bandtrap filter, while the desired third harmonic is sent on to the \(3f\) tuned tank circuit, and is output through the transformer’s secondary. \(R\) functions as a bias resistor for more efficient multiplication, obtaining its DC bias voltage from the rectification that occurs through the diode.

There are two different types of diode multipliers that can be constructed: reactive and resistive. Reactive multipliers consist of either a varactor diode or
a step recovery diode (SRD), and are narrowband by nature. Both the input and output impedance matching circuits will be effective only over a very narrow band of frequencies because of the inherently reactive nature of these diodes. Also, while SRDs are capable of high values of frequency multiplication, and can reach up to 20 GHz in frequency, they are also quite expensive. Varactor diodes are cheaper, but have much lower levels of frequency multiplication, yet have a higher maximum operational frequency than the SRD. GaAs varactor types are available that can be operated into the very high microwave region, while hyperabrupt snap-off varactor diodes have higher conversion efficiencies than the common abrupt varactors; in fact, the conversion efficiency of any varactor multiplier is approximately $1/N$, with $N$ being the harmonic number.

Resistive frequency multiplication is created by the nonlinear resistance inherent in any Schottky diode. Since a pure resistance is not affected by
frequency (as reactive components are), resistive multipliers will not be influenced by any variation in the input or output matching circuit with frequency changes, thus allowing the resistive multiplier to function over a very wide band of frequencies with high stability. Unfortunately, low efficiency prevents a Schottky diode multiplier from producing a high order of harmonics; doublers and triplers are the most common, with the maximum output power possible from this type of multiplier calculated by \( P_{\text{out}} = \frac{P_{\text{in}}}{N^2} \), with \( N \) equaling the harmonic and \( P_{\text{in}} \) equaling the input power (in watts) to the multiplier. However, these multipliers can be used at very high frequencies of up to 100 GHz. And while an ideal Schottky diode would produce only odd harmonics, a real-life Schottky will generate both odd and even harmonics because of its small internal offset voltage.

If drive levels of over +10 dBm are expected into a Schottky diode shunt multiplier, such as the one in Fig. 8.4, then an adjustable DC bias circuit should be utilized for maximum multiplier efficiency (either a DC power supply or a simple resistor bias section can be added as shown).

SRD circuits can be replaced by transistor multipliers for frequencies between 500 MHz and 4 GHz (transistors are superior to SRDs below 2 GHz because of their lower cost, ease of tuning, better power output, and simpler design). Gunn and Impatt diodes can be used between 4 GHz and 16 GHz (Gunn multipliers are superior to an SRD in certain low-power applications because of their lower noise, lower cost, and ease of design implementation. Impatt diode multipliers are cheaper and easier to design than the SRD when multiplier frequencies must reach 8 GHz and over, but SRD multipliers will have a wider bandwidth and a lower noise generation). GaAs varactors can be utilized at up to 100 GHz (varactor diodes are lower in cost than SRDs and can reach higher frequencies, but cannot produce as many harmonic orders). PIN switching diodes can also be adopted in multiplier cir-

**Figure 8.4** A harmonic generator for frequency multiplication showing two different diode bias methods, \( R_b \) and \( V_{cc} \).
cuits instead of SRDs (PIN multipliers have similar characteristics to SRDs, but are much cheaper).

While multiplication is a viable and common method of increasing the frequency out of any oscillator, it should also be noted that phase noise will degrade a signal by a minimum of 6 dB per frequency doubling. Even PLL outputs can be multiplied to obtain almost any desired frequency, but at the expense of higher phase noise, as well as decreased frequency resolution. In fact, the phase noise of the frequency source feeding the input of the multiplier degrades by at least 20 \( \log N \) at the multiplier's output, where \( N \) is the amount of multiplication.

### 8.1.2 Frequency multiplier design

As discussed above, there are numerous multiplier circuit topologies that are perfect for the particular frequency, cost, and multiplication desired. A few simple-to-design multiplier circuits are presented below (see also Sec. 10, “Wireless Design Software,” for the program Multfrq, which can automatically design passive multipliers, and is available by free download from the Web).

**MMIC multipliers.** MMIC amplifiers can be adapted as odd/even harmonic frequency multipliers by overdriving the MMIC’s input into saturation. To minimize the output MMIC’s required drive level, it should have a low P1dB, and the harmonic of choice should not be above the 3-dB bandwidth of the device. Indeed, driving the MMIC into saturation—but not above its rated safe input level—while also increasing the DC bias current will materially assist in optimal harmonic generation. The DC bias current can be increased either by raising the MMIC’s \( V_{cc} \) supply voltage or by decreasing its bias resistor value, \( R_{bias} \). This will place a comb of harmonics at the MMIC’s output, which may be picked off by a filter tuned to the desired harmonic. Proper spacing of the filter from the MMIC’s output will maximize the exact harmonic of interest, with the spacing determined empirically.

By combining all of the above MMIC multiplication design techniques, a multiplication factor of up to 10 times the input frequency can be realized, with a loss of only 30 dB from the fundamental input signal.

**Snap frequency multipliers (Fig. 8.5).** Step-recovery, or “snap,” diodes, function by switching between two impedance conditions: low and high. This change of state may occur in only 200 ps or less, discharging a narrow pulse that is quite rich in harmonics.

Snap-recovery diode (SRD) frequency multipliers are operated only in very high frequency circuits because of their high cost, the necessity to hand-tune each SRD circuit, the +17 dBm input power required, and other difficult implementation issues as compared to PLLs or active harmonic multiplication.

1. First, choose the correct SNAP:
   a. Lifetime rating on the SRD data sheet must be at least 10 times longer than the period \( (1/f) \) of the input frequency (given in nanoseconds).
Figure 8.5  A complete snap multiplier with amplification.
b. For $C_{vr}$ (or $C_j$), use nominal value on data sheet for $L_D$ calculation.
c. Transition time ($T_p$) must be less than one period ($1/f_0$) of $f_0$ (the final output frequency) on data sheet (measured in picoseconds).

2. $T_p = \frac{1}{2f_0}$.
3. $R_{IN} = 6.28 f_{IN} L_D$.
4. $R_G = 50$ ohm.
5. RFC = 600-ohm impedance at $f_{IN}$, but capable of attenuating $f_0$ as well.

6. $C_m = \frac{1}{6.28 f_{IN} \sqrt{R_G R_{IN}}}$.
7. $L_M = \frac{\sqrt{R_G R_{DN}}}{6.28 f_{IN}}$.
8. $C_T = \frac{C_{vr}}{(2f_{IN} T_p)^2}$

$C_{vr}$ is provided on the diode’s data sheet. It is sometimes given as $C_j$.

9. $L_D = \left(\frac{T_p}{\pi}\right)^2 \left(\frac{1}{C_{vr}}\right)$.
10. $L_R = L_D$.
11. $C_R = \frac{1}{(2\pi f_0^2 L_R)}$.
12. $f_0 = f_{IN} N$.

13. Tune the snap circuit. Since the diode’s output is a comb of frequencies, a spectrum analyzer is utilized to tune the SRD for maximum power output at the desired harmonic. Insert the proper frequency and power (+17 to +23 dBm) at the SRD circuit’s input. Adjust $C_M$ (input match), $R_1$ (diode bias), and $C_R$ (line filter) until the desired output frequency is at maximum power, while confirming that all subharmonics and harmonics are properly attenuated.

**Odd-order Schottky diode tripler multiplier (Fig. 8.6).** This is one of the easier frequency multipliers to design for operation up to 600 MHz output, as presented by Wenzel. $L_1$ and $C_1$ form the input matching network, while blocking harmonics from entering the input of the multiplier, as well as increasing the input voltage to the diode (caused by this high-$Q$ matching circuit transforming the impedance and the voltage).

$D_1$ and $D_2$ are the nonlinear harmonic-generating devices. $L_4$ is the DC ground for the diodes, with the DC being created by rectification of the AC of the input by $D_1$. $L_2$, $C_2$, $L_3$, and $C_3$ shunt the undesired frequencies to ground, while passing only the frequency of interest and matching the output (as with most multipliers, the diode switching times will be degraded unless these
higher frequencies are shunted to ground). Input power should be approximately +10 dBm for a tripled output of around minus 5 dBm.

1. \(L_1\) is close to series resonance with \(C_1\) at \(f_r \times 1\) (adjust \(C_1\) for maximum third-harmonic power at the multiplier’s output port, as well as for the best \(f_r\) return loss at the multiplier’s input port).

2. \(D_1, D_2\) are Schottky diodes (for low noise) of the low-flicker type.

3. \(L_4\) at 30 MHz = 330 \(\mu\)H; 50 MHz = 100 \(\mu\)H; 75 MHz = 45 \(\mu\)H; 100 MHz = 25 \(\mu\)H; 125 MHz = 15 \(\mu\)H; 150 MHz = 10 \(\mu\)H; 175 MHz = 8 \(\mu\)H; 200 MHz = 6 \(\mu\)H; 250 MHz = 4 \(\mu\)H; 300 MHz = 2.8 \(\mu\)H; 600 MHz = 0.8 \(\mu\)H. (Example: If \(f_r\) is 10 MHz, and we require a 30-MHz output frequency, then we will need a tripler, since \(f_r \times 3\) is 30 MHz, so we would choose an \(L_4\) of 330 \(\mu\)H).

4. \(L_2\) is at parallel resonance with \(C_2\) at \(f_r \times n\) (with \(n\) normally equaling 3).

5. \(L_3\) is close to series resonance with \(C_3\) at \(f_r \times n\) (tune \(C_3\) for maximum third-harmonic output power and return loss).

6. The resonant frequency for BPF is \(f_r \times n\).

8.1.3 Frequency multiplier issues

Frequency multiplication up to high orders can be problematic for the stability of a circuit, as well as for the filtering out of all of the many subharmonics and harmonics (Fig. 8.7) at the multiplier’s output. These subharmonics and harmonics of the fundamental may be spaced on either side of the frequency of interest by only a small amount, making it quite difficult to suppress them to high dBc levels.

It has been found that multiplying beyond a tripler with a normal silicon diode may add far more phase noise than the minimum of 20 log \(N\) that one would expect. This is due to high noise floors, as well as flicker noise at lower frequencies, created by the nonlinear device (the diode) employed in this

Figure 8.6  An odd-order frequency multiplier.
action of multiplication. However, Schottky diodes will not have this increased noise problem: Doubler and tripler topologies using low-noise Schottky diodes can usually maintain a good $20 \log N$ phase noise degradation, even up to $\times 7$. Varactor multipliers (Fig. 8.8) can be delicate to tune for top performance, but they too add very low levels of phase and amplitude noise beyond the unavoidable $20 \log N$.

Diodes must have a certain carrier lifetime ($\tau$) to function efficiently as a multiplier. This value must be equal to or greater than $\tau/(1/f_{IN}) = 10$. Longer carrier lifetime factors of up to 30 are more beneficial in that they permit the diode's reverse current to peak before the diode rapidly travels back to its high-impedance condition.

As mentioned, DC biasing a diode multiplier assists it in the frequency multiplication process. But because the diode of a simple frequency multiplier rectifies a certain amount of the RF, a resistor placed in shunt with the multiplier diode will furnish the necessary negative DC bias voltage. However, a small external negative DC bias voltage source can be used across the diode as required.

Transistor (Class C or B) frequency multipliers will have acceptable output noise levels, conversion gain, and bandwidth. Active multipliers can also consume less DC current than many diode multipliers because of the sometimes necessary inclusion of Class A amplifiers in a lossy diode multiplier chain to increase its output power. Additionally, any cascading of multiple varactor multiplier stages opens up a severe danger of instability (oscillations), which is not as much of a risk as with the active multiplier types. Still, a doubler is the safest active multiplier to construct, while cascading them for any further multiplication required. However, there are many low-phase-noise applications that demand the use of diode multipliers over the noisier active type—especially within digital communication radios.

In active multiplier design, it has been recommended by Maas and others that the duty cycle of a BJT or FET amplifier be adjusted to optimize the preferred output harmonic. The amplifier is biased close to cutoff to be on for 30 percent of the time for a doubler and 20 percent of the time for a tripler. In
other words, the multiplier is acting as a Class C amplifier and rectifying the incoming RF signal that is to be multiplied. This action will output only pulses, creating distortion of the input sine wave, and thus harmonics. Obviously the Class C bias point can be varied to optimize the desired harmonic for the proper on period for the highest drain or collector current amplitude.

8.2 RF Switches

8.2.1 Introduction

The choice of which active or passive RF switch topology to adopt in a communications circuit or system will depend on many things, such as the expected input signal strengths, whether the switch needs to be reflective or absorptive, the necessary output intermodulation levels, bandwidths, frequencies, etc.

The basic transistor functions not only as an amplifier, but is also quite proficient at switching DC, AC, and RF and is especially important at frequencies below 10 MHz, where PIN diode switches have problems operating. An elementary circuit for switching RF currents is shown in Fig. 8.9; The NPN BJT will not conduct, and thus will not permit any of RF INPUT to proceed to the transistor’s RF OUTPUT when its base is grounded through SW1. When the mechanical switch is flipped over to engage the positive supply, however, a base-current will start to flow through the base resistor, R1. When this occurs, the BJT will rapidly conduct, causing collector current to flow, and decrease the emitter-to-collector resistance. This allows the RF signal to pass on to RF OUTPUT. The RF switch can be utilized to remotely switch RF currents when long wires or traces would be problematic at high frequencies due to excessive losses, EMI, and other compelling reasons.

If required for the switching of amplifier supply voltages, DC may also be switched by adopting the BJT of Fig. 8.10: When SW1 is closed, a positive bias voltage is sent to the BJT’s base, which switches on the transistor, permitting DC current to flow through the resistive load \( R_i \). Turning the mechanical switch to off will stop base current flow, causing an almost zero collector current through \( R_i \). However, instead of directly inserting a positive voltage on the BJT’s base with the mechanical switch of SW1, a positive voltage can be
sent to the base in reply to some other system condition. An example would be during excessive reverse power as detected at the transmitter's output (which should shut down the system or supply a panel warning) or when a transceiver changes from receive to transmit (in which case the transmitter section, and not the receiver, requires DC power). The transistor switch is perfect for these applications, as is the passive diode switch below.

Diodes serve a vital function in switching applications in wireless communications and are used to switch in, or out, various values of crystals, filters, tuned tanks, subsystems, entire sections, etc., into or across the signal path. A simple diode switch is shown in Fig. 8.11. \(C_1\) and \(C_2\) block the DC bias, but easily pass the AC signal. When the mechanical switch (SW) is in the off position, a negative DC bias is placed across the diode, reverse-biasing \(D_1\) and stopping the signal from passing on to the output. In order to forward-bias the diode and allow the RF signal to pass, the mechanical switch is turned on, placing a positive voltage that forward-biases \(D_1\) into conduction. This permits the signal to cross the now low resistance of the diode to the output. \(R_1\) is a current limiting resistor to ground for the DC bias voltage through the diode, while the RFC prevents the RF from entering the power supply.

8.2.2 RF switch design

The following are some easy-to-implement electronic RF switch circuit designs that will cover the majority of our wireless requirements.
Small-signal very high isolation PIN SPDT switch (Fig. 8.12). This switch can be designed with the following formulas, but requires both a forward and a reverse-bias voltage to turn ON and OFF.

1. $R_{FC} = 500 \text{ ohms} \left( X_L \right)$ at $f_r$
2. $C_B = C_C = 1 \text{ ohm} \left( X_C \right)$ at $f_r$
3. $R = \frac{\text{DC bias} - 0.9}{50 \text{ mA}}$

Figure 8.10 A switch for DC using a transistor.

Figure 8.11 An RF switch using a diode.
(The 50-mA value is PIN3's forward current draw, while PIN1 and PIN2 will each be on by 25 mA, for a low value of on resistance. DC bias is in volts.)

4. The design must have a positive voltage to turn on the series PINs and turn off the shunt PIN for an on switch condition; a negative voltage will switch off the series diodes and turn on the shunt diode, thus creating a high-isolation RF switch for the off condition. However, for low-level RF input signals, only a positive on bias is required, while off simply needs 0 V (if there is no negative bias, then high-level input signals can self-bias the PINs to on, which will lower the switch's off isolation drastically).

**High isolation series/shunt RF electronic switch (Fig. 8.13).** When this switch receives a $V_{\text{CONTROL}}$ of +10 V, the series RF IN PIN1 becomes reversed biased (causing a high resistance), while the shunt PIN2 is forward biased (creating a low resistance), shunting any input to ground that may get through the series diode. When $-10$ V is placed at $V_{\text{CONTROL}}$, the series PIN1 is forward biased (giving a low resistance), while the shunt PIN2 is reverse biased (blocking the input signal from shunting to ground), allowing the RF IN to pass through to RF OUT.

**Wideband diode RF switch (Fig. 8.14).** This switch is capable of operating up to 1 GHz with low distortion and high isolation (up to 40 dB in the off condition).
Its lower frequency is 50 MHz because of the decreased inductance of the RFCs as the frequency decreases, as well as the PIN diode’s carrier lifetime limitations. A reverse bias on the off arm is not required, except to slightly improve harmonic distortion levels. It is recommended by HP (Agilent) that a 40-mA bias current be used to switch on the PINs in order to improve the output distortion levels. However, 15-mA forward bias is sufficient to switch the diodes on with minimal, but not optimal, distortion of the signal. For switching low-level amplitude input signals from a receiver, BIAS 1 and BIAS 2 need only be +5 and 0 V. For higher power signals, the bias should be +5 V (on) and −5 V (off). \( R \) is the current-limiting series PIN switch resistor for each diode pair.

1. RFC = 500 ohms \( (X_L) \) at \( f_r \)
2. \( C_B = C_C = 1 \text{ ohm} \ (X_C) \) at \( f_r \)
3. \( R = \frac{\text{DC bias} - 0.9}{80 \text{ mA}} \)

DC bias is in positive volts.

**Shunt PIN switch (Fig. 8.15).** When this switch is in the on (0 V or negative voltage) condition, the insertion loss is low, while the return loss is high. When the switch is in the off (positive voltage) condition, the signal is shunted to ground before it reaches RF\text{OUT}.

1. RFC = 500 ohms \( (X_L) \) at \( f_r \)
2. \( C_B = C_C = 1 \text{ ohm} \ (X_C) \) at \( f_c \).

3. \( R \approx \frac{\text{DC bias} - 0.9}{25 \text{ mA}} \)
   
   DC bias is in volts.

**Small-signal series PIN switch (Fig. 8.16).** When this switch is in the on condition (+5 V or higher at \( V_{\text{CNTRL}} \)), the insertion loss is low, while the return loss is high. When the switch is in the off condition (0 V), the signal is severely attenuated by the diode, while also creating a low return loss.

1. RFC = 500 ohms \( (X_L) \) at \( f_c \).
2. \( C_B = C_C = 1 \text{ ohm (} X_C \text{)} \) at \( f_r \)

3. \( R = \frac{\text{DC bias} - 0.9}{50 \text{ mA}} \)

Lower diode on bias currents than 50 mA can be used, but at the expense of gradually increasing distortion levels; 15 mA should be considered a minimum value. DC bias is in volts.

**Series SPDT PIN diode switch (Fig. 8.17).** A positive voltage at \( V_{\text{CNTRL}} \) will steer the INPUT to RF2, while a negative voltage will steer the INPUT to RF1.

1. RFC = 500 ohms \( (X_L) \) at \( f_r \)
2. \( C_B = C_C = 1 \text{ ohm (} X_C \text{)} \) at \( f_r \)
3. \( R = \frac{\text{DC bias} - 0.9}{50 \text{ mA}} \)

(Lower diode on bias currents than 50 mA can be used, but at the expense of gradually increasing distortion levels; 15 mA should be considered a minimum value. DC bias is in volts.)

### 8.2.3 RF switch issues

As stated above, increasing the PIN's bias current decreases its IMD products: a bias current of 10 mA may work well for very low level signals, while a value of up to 60 mA may be required for higher-powered applications.

In some situations an electronic switch must be highly absorptive in the off position, or the high impedance of the switch will cause the power at its input to be reflected back to the source. This can severely degrade circuit perfor-
mance, and can actually damage RF stages. Designing a switch that switches to a 50-ohm termination in the off position will allow a desirable high return loss, minimizing reflections.

RF relays are less dependable than PIN switches and slower, larger, and more costly. Relays are, however, better for high-powered, wide bandwidth, low-IMD applications.

For basic switch requirements, a single or double diode configuration will serve most needs—except for switching reactive loads. The inductance of the load (such as an RF filter), has an undesired proclivity to resonate with the diode’s off capacitance, which can give the switch very little of the off isolation that was expected.

8.3 Automatic Gain Control

8.3.1 Introduction

Automatic gain control (AGC) is found in almost all modern receivers. The popularity of this circuit is due to the necessity of increasing the usable dynamic range of a receiver, since without AGC powerful incoming signals would immediately saturate the receiver and create massive distortion, while feeble signals would go virtually undetected by the demodulator. Both would cause very poor BER in a digital system, or unreadable signals in an analog system.

Bias-based AGC networks function on a particular transistor characteristic: The gain of a transistor is increased when we raise the transistor’s collector current; conversely, decreasing the collector current will also decrease the transistor’s gain. Indeed, by raising the forward bias at the base we can easily increase the collector current, since increasing the base current will increase the collector current, and thus gain. As shown in Fig. 8.18, however,
a point will soon be reached in which this capability will not only level off, but the gain will actually start to decrease slowly with any increase in collector current.

The base current is created by the DC bias voltage that is impressed at the base of the transistor by the AGC circuit itself. In fact, many variable-gain amplifiers will depend only on this AGC voltage for their entire DC base bias.

Because of this capability of a transistor to increase and decrease gain when an external circuit increases or decreases the collector current, we see that there can be two methods of implementing AGC: reverse and forward AGC. Reverse AGC is by far the most popular, and will be found in the IF sections of many radios. Forward AGC may sometimes be designed into certain frontend RF amplifiers, but is undesirable for general applications because it wastes more collector current than reverse AGC, and has a much more gradual gain response.

With these DC bias–controlled amplifiers, care must be taken to confirm that severe distortion does not occur when the amplifier’s gain is being varied by the AGC. Since the bias point is changed to decrease the gain through the amplifier, the stage can easily be biased into a nonlinear part of its operation, especially if the input signal is of a high amplitude. This is not as much of a consideration with AGC amplifiers that use voltage or current controlled diode attenuators at their input for this gain control function, since many newer AGC circuits will feed the detected and amplified control voltage to one or more variable attenuators, which are placed before fixed-gain amplifier stages (see Sec. 3.8, “VGA Amplifiers” and Sec. 8.4, “Attenuators”).

The AC voltage needed to feed an AGC loop can be tapped off the last IF stage (Fig. 8.19) or, in some receivers, after detection by the detector. As shown in the figure, the IF signal is first tapped from the IF strip’s output, RF amplified, rectified to DC, DC amplified, filtered to a steady DC, and sent to the base...
of the first, second, and even third IF amplifiers through a trace on the PCB called an AGC bias line.

8.3.2 Automatic gain control design

The complete AGC circuit shown in Fig. 8.20 can be designed in various ways. However, the basics still do not change: The signal to be controlled must be sampled, detected, filtered, and placed into a variable-gain amplifier in order to change the stage gain according to input signal strength:

Sampling the signal. The signal to be controlled can be tapped from the IF by one of two ways. A large-value resistor that is much higher than the 50 ohms of the IF can be exploited to remove a small portion of the signal for feeding the AGC detector, or a directional coupler can be employed to remove a sample of the signal for AGC detection (see Sec. 8.8.2, “Directional Coupler Design”).

Detecting the signal. Logarithmic amplifiers, or log amps, are adapted in some wireless applications to detect the peaks of the RF signal, then convert these peaks to a logarithmic DC output. Some high-frequency log amps can reach 2.5 GHz at their input, while still maintaining a high dynamic range of greater than 90 dB. These types of log amps are referred to as demodulating log amps. One such amp is shown in Fig. 8.21 as the AGC detector/amplifier in a receiver’s automatic gain control feedback loop. \( R_{\text{COUPLE}} \) is a value significantly larger than

![Figure 8.19 A type of AGC loop using the tapped IF signal.](image-url)
50 ohms to tap off a small portion of the IF signal into the log amp. As stated above, a directional coupler may also be used in this role. The log amp detects the peak RF, amplifies it, and then converts it to a log equivalent DC voltage output. The received signal strength indicator (RSSI) voltage is then placed into the buffer amp, and from there into the integrator, where the voltage is compared to $V_{\text{REF}}$. If the log amp voltage is below $V_{\text{REF}}$ (a low input signal condition), then the integrator will output nearly 0 V to the attenuator. If, however, the voltage from the log amp is above $V_{\text{REF}}$, then a large negative voltage (near the op-amp’s maximum power supply voltage) will be placed at the bias inputs to the IF attenuators. Figure 8.22 shows input RF power versus DC output voltage of a typical log amp.

If the attenuators, or a controlled bias VGA, required opposite voltages for gain control, then an inverting amplifier can be used, along with a positive supply voltage for the integrator.

An AGC detector diode is more commonly employed to detect the signal out of the coupler at the IF stages (Fig. 8.23). An unbiased detector (such as a self-biased or zero-biased, Schottky diode) can be used to convert the IF power to DC for the VGAs. $C$ is chosen to have a low impedance to the RF in comparison to the diode ($D_1$) impedance. $R_1$, used in large-signal envelope detectors, presents a proper impedance match at the diode’s relatively high input impedance for the 50-ohm coupler’s output impedance, in addition to supplying a
Figure 8.21 A log amp used in a receiver's AGC circuit.

Figure 8.22 A log amp's DC output versus RF input power.
return for DC. $R_1$’s value will normally be about 68 ohms. A small-signal square-law power detector circuit will replace $R_1$ with an RFC. $R_2$ serves as the load resistor for the $RC$ time constant of the detector, and can be anywhere from 1 kilohm for the large-signal envelope detector to 5 kilohms for the small-signal square-law power detector (the difference between the two types of detectors is explained below). The DC OUTPUT should be placed into a high input impedance op-amp, or the DC output voltage will drop below expectations, since in designing an unbiased detector circuit (especially for square-law detector operation) the diode’s junction resistance can be up to a few thousand ohms. Any Schottky detector’s sensitivity will depend on the detector’s load being much greater than the diode’s internal resistance ($R_J$), so the input resistance of the next stage should be higher than 75 kilohms. Because of this high $R_J$ value, input $LC$ matching into the diode is rarely attempted.

The zero-bias Schottky diode should be chosen if small RF inputs are expected, since they will be much less sensitive to temperature variations than a biased diode arrangement (the detector’s sensitivity is a measure of the input signal’s amplitude compared to the output amplitude of the detector, measured in mV/$\mu$W, with higher values being better). Biased diodes have been employed to detect low signal levels in the past, as the detector circuit sensitivity can be dramatically improved by using a DC voltage to bias the diode to a point just before it begins to solidly conduct (0.7 V for silicon). This allows for less of an IF input amplitude before the diode strongly detects the signal. However, usually Schottky diodes need a small bias, even the “zero bias” types, when detecting very low amplitude RF signals. If not, then most of the RF signal’s power will be dropped across the high junction resistance of the diode, and very little across the desired load resistance, unless the load resistance is made to be of a very high value.

As inferred above, Schottky diode detectors will detect power, since they operate in their square-law region at small signal input levels; high input levels will change the diode’s response to peak voltage detection. So two basic types of detectors are utilized in RF circuits: the envelope detector and the

![Figure 8.23 An AGC detector circuit.](image-url)
square-law detector. The envelope detector detects the amplitude of the envelope of the RF signal, outputting a DC voltage that is equal to this value. The square-law detector detects the power of signal, outputting a voltage that is equivalent to this power. Both types of detectors use the same basic circuit arrangement shown in Fig. 8.23, except for the minor modifications mentioned above. But since a diode will act as a square-law device at low input powers (−60 to −30 dBm), and operate as a relatively accurate envelope-to-voltage converter at input powers greater than −15 dBm, it can be seen that both detectors can not only use almost the same circuit, but also the very same diode. Their type of operation will depend only on their input power.

Since the envelope detector iteration can operate with a much lower load than the square-law version and still maintain much of its sensitivity, the envelope detector is the most commonly accepted detector in AGC circuits (because of the lower internal resistance of the detector diode caused by the much higher RF input levels, the diode is now in almost full conduction).

Both kinds of detectors, especially the envelope type, will respond very quickly to an RF signal’s increase in amplitude, but will usually have a much slower discharge time because of the requirement that $C$ discharge through the large value of $R_2$. The charge-up is only through the RF source resistance of 50 ohms in series with the diode’s on resistance, which can be relatively low during the IF signal’s peaks. Decreasing the $RC$ time constant of $C$ and $R_2$ can alleviate this problem but, as discussed above, lowering $R_2$ also decreases detector sensitivity.

AGC amplifiers and integrators. DC amplifiers are normally needed to increase the AGC level of the DC signal that is fed into the VGA’s gain adjust port. Normal RF amplifiers may also be required on the AGC’s IF end to increase the signal into the detector. Raising the AGC’s DC level can be accomplished with standard DC amplifiers, or with the circuit as shown in Fig. 8.24, a single-supply op-amp set to function as an integrator. In this circuit, a smaller $C_{\text{INT}}$ or $R_1$, or a faster change in $V_{\text{IN}}$, will speed up the change in $V_{\text{OUT}}$ into the VGA’s gain adjust port. When the voltage at the inverting input is more positive than the voltage at the noninverting input, the output voltage will ramp down; if the voltage at the inverting input is more negative than at the noninverting input, the output will ramp up. The speed of the ramp-up/down will depend on the $RC$ time constant of the $RC$ components. A large-value resistor ($R_{\text{BLEED}}$) of approximately 2.2 megohms or higher is usually placed in parallel with the integrating capacitor, since all op-amps have a small input bias current that will quickly charge up this small-value capacitor: The resistor simply bleeds the current away. However, the resistor must be significantly higher in value than the input resistor $R_1$, or gain can be lowered excessively. Figure 8.21 demonstrates the integrator in a standard AGC circuit.

Variable-gain amplifiers. The variable-gain amplifiers in the IF strip can be of either the variable-attenuator type or the variable-bias type. Design of the appropriate attenuator and amplifier are explained in other sections of this book.
8.3.3 Automatic gain control issues

If there are any IF filters between the AGC output coupler and the gain-controlled IF amplifiers that have excessive group delay, this can cause time impediments in sensing that a signal has increased or decreased in amplitude, causing AGC loop instabilities. Another major cause of loop instability can be the desire to obtain excessively tight AGC control of the IF or baseband output amplitude. In most cases, an AGC circuit with less gain and less absolute control of the output amplitude will be much more stable. It is still possible, nonetheless, to safely design and construct an AGC loop that can control the output signal to within 2 dB (or better).

If the receiver’s LNA is to be AGC controlled, it is almost always critical to maintain the noise figure of the receiver within reasonable limits. Unfortunately, any AGC action will naturally decrease the receiver’s NF. By adding a delay diode in the AGC bias line back to any front-end amplifiers, the start of gain control can be postponed slightly. This will allow the LNA to maintain its NF, and that of the entire receiver, until it is absolutely required to decrease the gain at the front end. Even if there will not be an AGC connection to the LNA (or any other RF amplifier), a delay diode is still a good idea for the first IF gain-controlled amplifier in the IF strip, since this will help, in a small way, in maintaining a superior noise figure.

All AGC-controlled amplifiers should be decoupled from each other by a small value of in-line resistor (100 ohms) and a ceramic capacitor to ground at each VGA’s DC gain control port. This will slow undesired interaction between gain-controlled stages.

---

**Figure 8.24** Single-supply op-amp designed to function as an integrator.
In the early prototype stages of an AGC circuit it is a good idea to utilize trimmers in place of certain critical fixed resistors in order to allow the values of the AGC's loop to be empirically optimized.

8.4 Attenuators

8.4.1 Introduction

Attenuators are either fixed or variable circuits to reduce signal amplitudes and/or improve return loss, while maintaining the proper input and output impedance (normally 50 ohms), of the stages they are attached to. Attenuators are used extensively in wireless design.

Shown in Fig. 8.25 is a step (or variable) attenuator employed for testing of wireless circuits. Its attenuation can be varied in discrete steps by a manually turned knob, or by electronic control. Other variable attenuators are actually inserted between stages on a PCB, and can be either analog voltage or current controlled, with infinite attenuation resolution, while a digital step attenuator will have a limited number of discrete steps (2, 6, 12, etc.). All attenuators are rated for the maximum amount of attenuation they are capable of (15, 30, 45 dB, etc.), along with their maximum frequency and input signal strength levels.

SMA or BNC miniature coaxial in-line attenuators (Fig. 8.26) for testing or signal attenuation are available at various fixed values of up to 60 dB, with a maximum safe power dissipation of 25 W.

Integrated circuit solutions for variable and fixed attenuators are readily available, but their cost, performance, and size are usually inferior to the discrete designs. However, for small production runs and for low signal levels, either analog or digital IC variable attenuators can sometimes be the best choice.

8.4.2 Fixed-attenuator design

To design a 50-ohm pad for any attenuation value, first calculate the value of the attenuator’s resistors with the following equations, then select the proper resistors for the maximum power dissipation expected.
Fixed pi attenuator (Fig. 8.27)

1. \( \chi = 10^{\text{Loss (in dB)/10}} \).
2. \( R_3 = 0.5 (\chi - 1) \sqrt{\frac{2500}{\chi}} \).
3. \( R_1 = \frac{1}{\frac{\chi + 1}{50(\chi - 1)} - \frac{1}{R_3}} \).
4. \( R_2 = R_1 \).

Fixed T attenuator (Fig. 8.28)

1. \( \chi = 10^{\text{Loss (in dB)/10}} \).
2. \( R_3 = \frac{2 \sqrt{2500 \chi}}{\chi - 1} \).
3. \( R_2 = \left( \frac{\chi + 1}{\chi - 1} \cdot 50 \right) - R_3 \).
4. \( R_1 = R_2 \).

8.4.3 Variable-attenuator design

It is quite difficult to iteratively design a quality absorptive RF attenuator (the electronic switches shown in Sec. 8.2.2, “RF Switch Design,” can be adopted as reflective attenuators, in undemanding applications, by employing different levels of on/off bias to control the level of attenuation). It is easier to use a popular and proved absorptive variable-attenuator design. A frequently utilized voltage-variable attenuator is shown in Fig. 8.29, as described by Agilent. This attenuator functions quite well over a frequency range of 1 MHz to 3 GHz with the HP HSMP-3810 series of Agilent PIN diodes, and will have very low distortion at low signal levels. It is economical and has a good return loss over its entire attenuation and frequency range (greater than 11 dB over a control voltage of 0 to 15 V from 10 to 3000 MHz). Figure 8.30 is a graph of the circuit’s attenuation versus control voltage \( V_{\text{CONTROL}} \).

This four-diode attenuator functions this way: The DC returns for \( D_2 \) and \( D_3 \) are supplied through \( R_1 \) and \( R_2 \), while \( R_3, R_4, \) and \( R_6 \) furnish the proper impedance match for the particular PIN diodes chosen (in this case, the
Figure 8.27 A 50-ohm pi attenuator.

Figure 8.28 A 50-ohm T attenuator.

Figure 8.29 The HP (Agilent) attenuator with HS 3810 PIN diodes.
The values for $R_1$, $R_2$, $R_3$, $R_4$, and $R_6$ were chosen experimentally by Agilent to match their diodes in this absorptive, single-power-supply attenuator.

8.5 Baluns

8.5.1 Introduction

A balun transforms a balanced line into an unbalanced line, since it is sometimes necessary to have a balanced output from an unbalanced amplifier for interfacing with other stages. Impedance matching may also be required.

A balanced stage’s input or output consists of two parallel conductors with two input lines, one with a 0 degree signal, the other line having the same amplitude signal but 180 degrees phase shifted, with each conductor having equal currents flowing in opposing directions (Fig. 8.31a). An unbalanced stage’s output has a single conductor for the current, with a second conductor for the ground return, and is the dominant technique found in contemporary RF design (Fig. 8.31b). But when a balanced source must be converted to unbalanced, this demands that the two differential signals be mixed (combined) so that they are in phase in order to output an unbalanced signal.

For antenna use, baluns may be purchased in connectorized weather-resistant packages, in which they are utilized for placing an unbalanced signal from the coax transmission lines into a balanced dipole antenna, while also matching any impedance variations. If a balun was not used in this situation, RF currents on the center conductor of the coax would pass to one leg of the dipole, while the RF current on the ground conductor would pass to the other leg of the dipole; this would result in RF radiating from the coax’s ground shield, causing EMI. These balun structures, at HF frequencies, can be as simple as a wideband, untuned transformer.
8.5.2 Balun design

Presented are two designs—one lumped balun for VHF and under, and another for microwave and above as a distributed circuit.

Narrowband lumped balun (Fig. 8.32)

1. \(L_1 = \sqrt{\frac{R_U R_B}{6.28 f}}\).
2. \(L_2 = L_1\).
3. \(C_1 = \frac{1}{(6.28 f) \left(\sqrt{R_U R_B}\right)}\).
4. \(C_2 = C_1\).

where \(R_U\) = unbalanced source or load resistance, ohms
\(R_B\) = balanced source or load resistance, ohms
\(f\) = center frequency, Hz.
Microwave distributed balun (Fig. 8.33). This planar structure is relatively broadband (30 percent bandwidth when six sections are used), and is simple to design and implement. With the addition of more sections, wider bandwidths are possible, while maintaining the required 180 degree phase shift between ports 2 and 3 for balanced operation:

1. \( A = \frac{\lambda}{4} \times V_p \).

2. \( B = \frac{\lambda}{2} \times V_p \).

where \( A \) = length of 50-ohm microstrip (calculate width as described in Sec. 1.4, “Transmission Lines”)

\( B \) = length of 50-ohm microstrip (calculate width as described in Sec. 1.4)

\( V_p \) = velocity of propagation as a fraction of the speed of light (depends on \( E_r \) of PCB; calculate as described in Sec. 1.4).

8.6 Splitters/Combiners

8.6.1 Introduction

A splitter/combiner is a 50-ohm circuit used to “mix” different signals in a linear manner, leaving them unchanged, with no new signals created. For a splitter, a signal is placed at the input, and two or more signals, usually of equal amplitude and phase, are removed from two or more separate ports at the output. For a combiner, two or more signals of equal phase are placed at the input, and a single signal is removed from the one output port that is equivalent to their vector sum. A splitter and a combiner are exactly the same circuit; to turn the splitter into a combiner, the circuit is merely reversed, with the input becoming the output.

Complex splitter/combiners can be utilized to split or combine the signals of various RF power amplifiers into a single high-power output.

For two in-phase, same-frequency signals placed at the input to a combiner, the insertion loss will be quite small (less than 0.4 dB). However, if these two signals are at different frequencies, the insertion loss for a two-way (three total ports) combiner will be 3 dB. With the same circuit configured as a two-way splitter, the insertion loss will be approximately 3.5 dB—with 3 dB of the loss due to the signal being split into the two output ports.

8.6.2 Splitter and combiner design

50-Ohm LC Power 0 degree splitter/combiner (Fig. 8.34). This LC device will have a lower insertion loss (3.5 dB) than a resistive splitter, while maintaining a high 20-dB isolation between ports. However, this circuit will have a
Figure 8.33: A distributed microwave balun.
significantly lower bandwidth (around 20 percent) than a resistive design, since it is reactive.

1. \[ L = \frac{50}{4.4f} \]  
2. \[ C = \frac{1}{445f} \]  
3. \[ C_2 = 2C \]  
4. \[ R = 2Z_{IN} = 100 \text{ ohms} \]

90 degree LC power splitter (Fig. 8.35). This circuit is similar to the above splitter, but has a 90 degree phase difference between its two output ports. It also possesses a 20 percent bandwidth.

1. \[ R = 50 \text{ ohms} \]  
2. \[ L = \frac{R}{2\pi f} \]  
3. \[ C_1 = \frac{1}{2\pi fR} \]  
4. \[ C_2 = 0.5 \left( \frac{1}{2\pi fR} \right) \]

Resistive splitter/combiner (Fig. 8.36). This simple resistive splitter is extremely wideband, but has a high insertion loss (6 to 7 dB) and low isolation between ports (same level as the insertion loss).

1. \[ R = \frac{50}{3} \]
8.7 Power Supplies

8.7.1 Introduction

Most wireless communications equipment runs off DC power supplies that obtain their energy from the AC mains. This is because batteries will furnish current only for a limited period of time, and so are reserved for equipment that will not normally be near AC—such as most portable devices. AC main voltage is converted by a power supply into the required DC levels needed by the system in order to provide power at a constant and regulated voltage.

The basic power supply is shown in Fig. 8.37. It consists of a two- or three-pronged plug, a transformer, a rectifier, a low-pass filter, and a regulator. The transformer changes the AC main voltage of 120 VRMS into any desired voltage, either up or down; the bridge rectifier circuit turns the AC into a pulsating DC; the low-pass filter converts the varying DC into a steady DC; the three-terminal regulator maintains the output voltage within tight specifications. $C_3$ suppresses any output oscillations, and helps in regulation, with $R_B$. 

Figure 8.35  A lumped 90 degree directional coupler.

Figure 8.36  A 50-ohm resistive wideband splitter/combiner.
Figure 8.37  A complete linear power supply.
being a bleeder resistor that drains a fixed current from the regulator to help stabilize the output voltage, as well as drain hazardous voltage levels from the filter capacitors when the power supply is shut off. More on each of these circuits below.

**Transformer.** Since a transformer conveys AC energy from one circuit to another by electromagnetic induction, we can increase or decrease the current or voltage by changing the ratio of the windings between the primary and the secondary. A low-frequency transformer is made up of a primary coil, which obtains energy from an alternating current source. The primary's expanding and contracting magnetic flux lines flow through a core made of steel plates, which concentrates this flux with the least amount of losses. The primary's flux lines cut the secondary coil, inducing an AC voltage and producing a current that flows through the transformer's load.

**Rectification.** Rectification is the first step in obtaining a smooth DC output voltage. AC power can be changed into pulsating DC by employing one of three general rectification circuits.

The most basic technique is *half-wave* rectification (Fig. 8.38), which has a peak voltage that is almost equal to the input AC peak voltage and demands few components (a single diode). However, this method gives us a troublesome-to-filter 60-Hz output.

The second method, *full-wave rectification* (Fig. 8.39), has a simple-to-filter 120-Hz output. Unfortunately, only half of the input's peak AC voltage is available to the load because of the transformer's center tap.

The dominant method in modern quality power supplies is *bridge rectification* (Fig. 8.40), which not only furnishes us with an easy-to-filter 120 Hz, but also the full input AC peak voltage levels at the output.

**Filtering.** A low-pass filter is necessary in order to smooth out the pulsating DC power that results from rectification, since such amplitude variations would be unacceptable for many electronic circuits. Filtering is used to eliminate this pulsating component, while giving us a constant, unchanging current output.

![Figure 8.38](image) A half-wave rectifier circuit.
One such filter that will remove any AC component riding on the rectified DC output is shown in Fig. 8.41. $C_1$ filters the majority of the ripple, with $R_S$ and $C_2$ functioning as an AC voltage divider. The small amount of ripple left over from $C_1$ will be dropped across $R_S$, with very little across $C_1$. This is due to $R_S$’s increased resistance over $C_2$’s decreased reactance to the relatively high ripple frequency. Swapping out $R_S$ with an inductor (Fig. 8.42) would allow the filter to continue to function properly at high current drains.

**Regulation.** Modern equipment and circuits will perform reliably only when they are furnished with a constant supply voltage. If we consider that power supplies without any regulation will shift their output voltage when the voltage varies at the mains, or even when the resistance of the load changes, we can see that regulators are required to avert, or at least decrease, these undesired effects. Regulators will also smooth the output voltage, thus assisting the power supply's filter section. Figure 8.43 illustrates one of the most common, and easy-to-implement, regulators available—the three terminal (3-T) type. Much more on regulators will follow.
Switching-mode power supplies. Figure 8.44 demonstrates one widespread method for implementing a complete switching-mode power supply (SMPS): The main inserts a 120-V RMS AC signal into the SMPS' input, where high-amplitude transients that attempt to enter the supply and cause damage will be shorted to ground through the metal oxide varistor (MOV), thus imparting limited protection from lightning strokes or surges. The bridge rectifier, consisting of the four diodes, rectifies the 60-Hz main AC. Thermistors TH1 and TH2 limit inrush current by forcing the current, when the thermistors are cold, to slowly flow through their high resistance. After the thermistors have been warmed up by this current flow, their resistance falls, allowing almost complete current flow. Capacitor $C_1$ filters much of the rectified AC to DC. The
chopper transistor $Q_1$ is switched on and off by the pulse width modulator (PWM), which, when turned on, will change the width of its output pulses. The pulse’s width is dependent on the required amplitude of $V_{DC}$, which is governed by the REF voltage. In other words, $V_{DC}$ must not fall below this REF voltage, or the PWM increases its duty cycle to compensate. $R_1$ is the $Q_1$ start-up resistor, while ISO (the isolator, usually an optoisolator) supplies isolation between the low-voltage secondary and the higher-voltage primary. The chopped-up (by $Q_1$) direct current is sent through transformer $T_1$, rectified by $D_5$, low-pass filtered by $C_2$, $L_1$, and $C_3$, and is then placed at $V_{DC}$ OUT as a regulated DC.

As a caution, never run a switching-mode power supply without a load attached at its output, or it may become damaged or run improperly. And care is always warranted when probing the circuits of any SMPS, since very high voltages exist within some portions of this circuit.

### 8.7.2 Types of power supply regulators

The 3-T linear regulator, like the switching regulator, has become a common type in electronics today. However, for certain applications and for cost constraints, there are many different voltage regulator designs available. For instance, the cheapest regulator circuit of them all is the simple zener shunt voltage regulator of Fig. 8.45. Because of reverse-diode action when the zener hits its avalanche knee voltage, which assures that the reverse voltage across the device will change very little for a large increase in zener current, the load is in parallel with the diode and is therefore well regulated. And as the current rises, the circuit forces the surplus voltage that is not dropped across the diode to be dropped across $R_s$, since the sum of the zener voltage and the voltage drop across $R_s$ must equal the input voltage. In essence, the zener alters its resistance as the current changes in order to keep its zener voltage ($V_z$) constant with the parallel load. ($V_{IN}$ must be a little higher than $V_z$ for this type of zener regulator to remain in regulation.) However, since the zener is in shunt with the load, the current through the diode can be considered wasted. In many applications, this is unacceptable. The following regulators solve this problem.
Another low-cost, but higher-performance, regulator, is the **series-pass transistor regulator** of Fig. 8.46. If the voltage across the load attempts to increase for any reason, the regulator’s output voltage will stay nearly steady. This is due to the following action: The voltage across the load $R_L$ must equal the voltage drop across the zener minus the voltage drop across the E-B junction of the series-pass transistor $Q_1$. The transistor’s base voltage is set by the zener and, since the voltage dropped across the zener cannot change, then any rise in the regulator’s output voltage will force $Q_1$’s emitter to be that much more positive than the base, which is the equivalent of making the base less positive. This ends in a smaller base-to-emitter voltage, resulting in less emitter current through the transistor, and thus an increased voltage drop across $Q_1$. Any attempted rise in voltage across the load $R_L$ is substantially lowered in value, and a steady output voltage is maintained for undemanding applications.

Figure 8.47 shows a **series-pass regulator with feedback**, which maintains a far more consistent and steady output voltage than the two regulators discussed above. This circuit contains $R_1$, $R_2$, and $R_3$, which monitor the output voltage as a voltage divider network. And since these resistors do form a voltage divider, we can also set the required output voltage to a wide range of values by simply moving the wiper of the adjustable $R_2$ all the way from a little above the zener’s $V_Z$ to just under the unregulated supply voltage. For instance, if we wish to increase the output voltage, we can move the potentiometer’s wiper downward, and the voltage on $Q_2$’s base decreases, lowering
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**Figure 8.45** A simple zener shunt regulator.

**Figure 8.46** A series-pass transistor regulator.
its forward bias so that this error detector/amplifier transistor will now conduct less. This forces $Q_2$’s collector voltage to increase, which then forces the base voltage of $Q_1$ to rise, making this series-pass transistor conduct harder. Now, increased current will flow through any load placed at the regulator’s output, thus increasing the output voltage. $Q_2$’s emitter is clamped at a reference voltage by the zener, with $R_5$ setting the diode’s idling current, while the collector resistor for $Q_2$ and the base bias resistor for $Q_1$ is supplied by $R_4$.

Three-terminal regulators (shown in Fig. 8.43) are, because of their low cost, size, and weight, high efficiency, and great simplicity, the most common type of regulator for almost any circuit or system requiring 3 A or less (much higher currents are possible with the addition of external components). These devices are integrated circuit regulators that include full internal current limiting and thermal protection circuits, so if the IC’s internal power dissipation rises excessively, the 3-T will shut itself down before burning out. As shown in the figure, the 3-T circuit employs $R_1$ and $R_2$ to fix the output voltage level. $R_2$ can also be varied in order to change this output voltage for almost any requirement.

Very efficient switching regulators are found in an increasing number of power supplies. These devices regulate by outputting a variable-duty-cycle pulse into a low-pass filter in step with the output load requirements, and perform this switching with speeds of between 20 and 500 kHz. Because of the fast rise and fall times of these waveforms, however, strong switching noise constituents will be produced within the regulator. These must be heavily filtered to reduce excessive hash output into sensitive radio gear. Thus, their use is still limited in certain communications gear, where designers may favor linear power supply regulators, such as the 3-T. If selected, switching power supplies require not only filtering of all the input and output leads, but also shielding and very short trace runs to minimize EMI generation.

Figure 8.48 is a common architecture for a switching regulator. $Q_1$, a switching pass transistor, receives pulses into its base from a VCO that is controlled by a comparator. $Q_1$ then outputs a switching voltage in step with these commands into the lowpass filter of $L_1$ and $C_1$, which filter the pulses into DC.
increasing or decreasing the pulse’s duty cycle into this $LC$ filter, the average DC output voltage will increase or decrease. $D_1$ protects $Q_1$ from the inductive kickback of the stored charge within $L_1$, which would normally produce a very high spike of voltage into the emitter during switching. The voltage divider of $R_1$ and $R_2$ program the desired output voltage of the switching regulator by using the voltage dropped across $R_2$ as a comparison to the zener’s reference voltage, which then turns on or off the comparator, and thus controls the VCO, all depending on the voltage level across $R_2$. Most of the above circuit is found in IC form, with built-in current-limiting and thermal protection.

A widely used integrated version, with typical support components, is displayed in Fig. 8.49. This is a common regulator arrangement in many production switching-mode power supplies. As above, $R_1$ and $R_2$ program the desired output voltage, with the voltage across $R_2$ being fed back by the feedback line to the internal comparator circuits. The low-pass filter is composed of $L_1$ and $C_{OUT}$, with $D_1$ shunting the inductive kickback of a discharging $L_1$ to ground (when the IC switches off), instead of across the IC. $C_1$ is used to give the regulator stability at higher current draws. Further filtering at the regulator’s output may be required if undesirable ripple amplitudes are still present.

### 8.7.3 Regulator design

Three-terminal regulators are the easiest type of regulator to design and implement, and are also the most prevalent. The only parts needed for a
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*Figure 8.48*  Switching regulator operation.
3-T are a regulator IC, two resistors, and two capacitors. Figure 8.50 is the complete circuit showing all the components required. \( C_2 \) is needed only if the regulator will be 6 or more inches away from the input filter capacitors of the power supply, while \( C_1 \) is necessary only to reduce transients and prevent too much ringing with certain capacitive loads. \( C_1 \) may be eliminated in low-cost designs but, if used, can be any value between 1 and 1000 \( \mu \)F, while \( C_2 \) should be approximately 0.1 \( \mu \)F to 1 \( \mu \)F. Solid tantalums are normally recommended.

If outputs in excess of 25 V are necessary into high-capacitance loads, certain precautions for the protection of the regulator should be instituted. This is because the load capacitance can discharge stored energy back into the regulator’s output, causing high-current spikes to damage the 3-T. The circuit of Fig. 8.51 will perform this protection function. Diode \( D_1 \) protects the IC from the discharge of \( C_1 \), while \( D_2 \) protects the IC from the discharge of \( C_2 \).

For the linear regulator configurations in Figs. 8.50 and 8.51, the popular National LM117 chip is employed. Since \( R_1 \) is usually chosen to be 240 ohms in both of these National regulator circuits, only \( R_2 \) must be calculated. Formulas are valid only for an \( R_1 \) of 240 ohms, and only for the National LM117 and LM317 series. The \( R_1 \) value is recommended by manufacturer for each 3-T series, and can be between 120 and 240 ohms for other types.

\[
R_2 = 188.5 (V_{OUT} - 1.25)
\]

Since \( V_{OUT} \) and \( R_2 \) are the only variables in a standard 3-T, it can be seen that making \( R_2 \) changeable will permit \( V_{OUT} \) to be adjustable, or:

\[
V_{OUT} = 1.25 \left( 1 + \frac{R_2}{R_1} \right) + (I_{ADJ}R_2)
\]

Note: \( I_{ADJ} \) can be found on the voltage regulator’s data sheet.
If a regulator must turn on slowly, the circuit values (with $R_2$ still calculated as above) should be as shown in Fig. 8.52.

Figure 8.53 demonstrates a standard DC-DC regulator circuit that converts 13.7 VDC input to a 5.5 VDC output, with polarity ($D_2$), transient (TVS), overcurrent ($F_1$), and overvoltage ($D_1$) protection, a power-on indicator (LED), and $LC$ noise and ripple filtering ($L_1$, $C_1$, and $C_2$).
Figure 8.52  3-T regulator for slow-turn-on applications.

Figure 8.53  3-T regulator with input protection, filtering, and power-on LED.
8.8 Directional Couplers

8.8.1 Introduction

Directional couplers are 50-ohm devices constructed to allow an RF signal to pass from the coupler’s input port through to its output port (called the mainline of the coupler) with minimum insertion loss, while permitting a small part of this signal (20, 10, or 6 dB less than the coupler’s mainline output) to be tapped. The tapped signal can be a sample from the forward (incident) signal that was injected into the coupler’s input, or it may be the power from any reflected wave present from the device’s output port, depending on the coupler’s orientation (Fig. 8.54). There are also dual directional couplers that will measure both the forward and reverse power simultaneously through two separate ports.

Since the directional coupler taps only a small amount of power from the mainline, as mentioned above, it subtracts very little power from the output of the coupler. But most couplers are relatively narrowband, and must be chosen or designed with a certain frequency range in mind.

Figure 8.55 shows a typical microwave distributed directional coupler. The coupler’s mainline insertion loss is the loss from port 1 to port 2 (such as −0.4 dB); the coupled port loss is the amplitude at port 3, in dB, relative to port 1 (−6, −12, −20dB, etc.), while the isolated port 4 may well have up to 60 dB less signal than port 1.

Figure 8.54 A directional coupler.

Figure 8.55 Distributed directional coupler.
8.8.2 Directional coupler design

A lumped directional coupler (Fig. 8.56) can be designed as follows:

1. \( R = 50 \) ohms. Replacing \( R \) with a 50-ohm amplifier, or placing a high-impedance circuit in shunt with \( R \), will permit reverse power to be sensed.

2. \( L = \frac{50}{2\pi f} \).

3. \( C_1 = \frac{1}{2\pi f 50} \).

4. \( C_2 = \frac{10^{(\text{CF}/20)}}{2\pi f 50} \).

The \( C_2 \) value must be less than \( 0.18/2\pi/50 \). \( \text{CF} = \) coupling, in dB, desired at port 3 (it must be less than \(-15 \) dB for this type of coupler), and it must be in the form of \(-X \) dB in the equation, not as \(+X \) dB or \( X \) dB. The CF value will remain within specifications over a bandwidth of only 10 percent.

![Figure 8.56 A lumped directional coupler circuit.](image-url)
Without a solid understanding of the complete communications system all the way from the transmitter’s modulator input to the receiver’s demodulator output—including everything in between—and how the selection of various components, circuits, and specifications can make or break an entire system, any wireless design will surely fail. The interrelationships of the transmitter, the receiver, the antenna, the air-interface link, the type of digital or analog modulation, adjacent channel and cochannel considerations, etc., are critical to a dependable link for a high data rate at the required BER for digital radio, or with the expected voice quality for analog radio.

9.1 Receivers

9.1.1 Introduction

The most difficult-to-design element in any communications system is the receiver. A receiver must have a low noise figure (at VHF and above), low group delay variations and IMD, high dynamic range, stable AGC, appropriate RF and IF gain, good frequency stability, satisfactory gain flatness across multiple channels, low phase noise, negligible in-band spurs, sufficient selectivity, suitable BER and—sometimes the most critical specification of all—be within certain cost constraints.

An important concern of any superheterodyne receiver is the image frequency, in that any signal received within this image band will be amplified by the receiver’s IF stages and then be unavoidably transferred on to the demodulator to be output as interference. This image frequency can be eliminated only at the front end of a receiver, before down-conversion, by a filter that blocks the interfering frequency: the image filter. When the local oscillator is higher in frequency than the incoming RF signal (high-side injection), the image is any frequency that is at twice the IF plus the desired RF signal frequency \([2 \times \text{IF} + \text{RF}]\), or at the IF plus the LO frequency \((\text{LO} + \text{IF})\). If the
local oscillator is lower in frequency than the incoming RF signal (low-side injection), then we can find the image frequency by \((2 \times \text{IF}) - \text{RF or LO} - \text{IF}\).

Taking the first case, high-side injection, the image is any signal (or even noise at that frequency) that differs from the LO by the amount of the IF—just as the desired signal does—but is higher instead of lower than the local oscillator. Subtracting the desired signal from the local oscillator frequency will give the IF, which will, of course, easily pass through the receiver’s IF amplifiers. But any frequency (the image) that is higher than the LO by exactly the same amount that the signal is below the LO will give us the same frequency. This same frequency will also easily pass through the IF amplifiers, and create interference and a decrease in the SNR.

As mentioned, the dominant technique for attenuating the image frequency is by front-end filtration. The filtering can be further assisted by using as high an IF as possible to move the image as far away from the desired frequencies as possible. This will make the filtering of the image a much easier task, with decreased risk of excessive group delay variations caused by a tight filter. Maintaining this first image far from the desired frequency is assisted by utilizing double- or triple-conversion receiver designs. With these multiple-conversion receivers, the first IF is at a high frequency, while the second and third IFs are much lower. These lower IFs will supply most of the selectivity and gain, since the lower the IF, the more simple, stable, sensitive, and selective the amplifiers will be. This is mainly due to the circuit’s decreased stray capacitances and inductances at these frequencies, along with less of a requirement to employ special high-frequency components.

We will address typical receiver and transmitter system design issues, the communications link and its impairments, and the communications system as a whole.

### 9.1.2 Receiver design

Most receivers are of the down-conversion type, which takes the RF input and immediately begins to convert it either to a single lower IF or down to two or more increasingly lower IFs. The other type of receiver, called the up-converting superhet, is operated in wide-tuning-range applications, and is especially dominant in HF SSB ham radios. It takes the incoming RF and converts it to some higher frequency—typically about twice the highest expected receive frequency—to distance the image frequency from the LO to assure simple RF front-end filtering. Up-converting is rarely seen at VHF and above.

A standard double down-conversion superhet receiver block diagram is shown in Fig. 9.1. First, the antenna picks up the electromagnetic waves from the environment and, because of its natural passive gain, amplifies any signals that are within its bandwidth. The inductor \(L_1\) short-circuits static buildup on the antenna to ground to prevent it from entering, and possibly damaging, the delicate LNA of the receiver’s front end. \(L_1\) can also be an inductor within BPF1. The signal is amplified by the antenna and sent into the input of the receiver’s BPF1. BPF1 is a filter sometimes called a preselector, and is utilized
to select a band of frequencies, while rejecting out-of-band signals, thereby minimizing IMD products. However, this filter must not be so tight that insertion loss (IL), noise figure (NF), and group delay variations (GDV) are increased excessively. BPF1 will also help reject the first LO frequency from radiating its CW signal back through BPF2 and the LNA. The LNA, because of its reverse isolation, can significantly attenuate this reradiation by itself, selecting the proper mixer with an adequate amount of port isolation. BPF1 will further assist BPF2 in the attenuation of image frequencies and image noise located at 

\((2 \times \text{LO}) - \text{RF}, \text{or LO} - \text{IF}\). (Normally image noise at a second or third mixer stage can be ignored because of the predominant noise contribution of these first stages of the receiver.) In fact, the frequency of the IF is chosen to permit a receiver to reject this first RF image frequency without requiring an excessively expensive, complex, and tight image filter before the first down-mixer, MIXER1. The next stage, the LNA, will set most of the receiver’s noise figure and IMD performance. The LNA normally gives us approximately 20 dB of front-end RF gain, with a low NF of less than 2 dB. BPF2 attenuates any harmonics created by the nonlinearity of the LNA, as well as the image noise caused by the LNA itself (since no amplifier is noiseless). BPF2 will further reject some of the out-of-band signals and LO feedthrough.

In receivers with a single filter in the receiver’s front-end, the BPF1 would match the antenna to the input of the LNA, decrease the amplitude of the out-of-band signals from overloading this amplifier, and provide a certain amount of image filtering. But considering that filter insertion loss before the LNA is directly translated into increased NF, an image filter (BPF2) is usually placed between the LNA and the first mixer to decrease IL at the BPF1 preselector. The two-filter method decreases the NF, while assisting the preselector in rejecting undesired signals as well as any image signal and the ever-present image noise.

As stated above, but well worth repeating: Low noise figure for a receiver means utilizing a low NF and high-gain amplifier in the receiver’s front end, since any losses before the receiver’s LNA will correlate dB for dB in an increased NF; 3 dB of filter loss before the LNA equals 3 dB more NF, which translates into a less sensitive receiver. Unfortunately, there is a slight compromise that must be made in LNA design: For the highest front-end gain, the LNA must be matched to the receiver’s front-end filters. But this matching can increase the noise, since an optimum NF match will rarely coincide with a high return loss, or low mismatch loss, match. So, considering that the first stage of a receiver is required to be designed for the lowest NF and the highest gain, we will normally match for the best NF that the amplifier can provide, while providing acceptable gain.

We can see the importance of LNA gain by glancing at the formula below, as the second stage of the receiver will only add to the overall noise figure of the receiver by the second stage's NF divided by this first stage of gain, or:

\[ \text{NF}_{\text{overall}} = \frac{\text{second-stage NF}}{\text{first-stage gain}} \]
Figure 9.1 A heterodyne VHF dual-conversion receiver.
If the receiver is required to operate only within the HF region or below, then both the LNA and BPF2 could be dropped from the receiver design, as noise figure is not as important in this region because of massive natural and artificial noise generation. This will decrease sensitivity, but will give more IMD immunity in a crowded HF spectrum.

MIXER1 will normally be subjected to high amplitude input signals, so a high compression point is mandatory to decrease mixer-generated intermodulation distortion. This will generally demand a high-level diode double-balanced mixer (DBM) instead of an active mixer stage in this sensitive location. And for decreased IMD generation, the RF signal into the DBM should be at least 10 dB less than that injected into the DBM’s LO port. Thus, a level 10 mixer could accept a maximum of 0 dBm at its RF input port before excessive IMDs became a problem; 15 to 20 dBm less RF would be even better, and would be needed for higher-quality, lower-distortion receivers. DBMs have the added advantage that they suppress even-order LO and RF mixer-generated harmonic products, as well as the RF and LO frequencies themselves, at the IF output. Attenuation of these frequencies is far from complete, however.

The diplexer, placed after the MIXER1 stage, will filter and pass the desired IF but, unlike other filters, it will stop other frequencies from entering the IF’s bandwidth by absorption rather than reflection. Reflection of the undesired frequencies—such as LO harmonics, the sum of the RF and LO, and the IMD products—would cause RF power to be sent back into the mixer, which would unbalance its diode ring (causing increased IMD), as well as adversely affecting the mixer’s dynamic range and conversion loss. Indeed, many viable receiver architectures may simply pad the output of the mixer so that these reflections are attenuated not only as they enter the pad, but also as they are reflected back into the mixer’s IF port. The pads lower the input/output VSWR by supplying the mixer with an almost pure 50 + j0 ohm termination (pads placed at the RF port will, however, reproduce thermal noise, which would have normally been removed by the image filter, at the image frequency). A wideband, high-isolation amplifier may also be used at the mixer’s output, as shown for the second IF strip, since this will permit all of the mixing products to pass through this amplifier, and, after filtering from a normal reflective IF filter (such as BPF6), the BPF will “bounce” much of the undesired signals back toward the sensitive IF port of the mixer. However, these reflected signals will have been significantly attenuated by the reverse isolation of this wideband amplifier. Nonetheless, the amplifier must have a high P1dB to linearly accept the sometimes high-powered out-of-channel signals that can occur, without producing significant distortion.

The LOs must generate low phase noise in order to mitigate BER and adjacent channel selectivity degradation. This can be difficult in phase-locked loop–based LOs, but is relatively easy in properly designed high-Q crystal oscillators (see Chap. 4, “Oscillator Design”). All oscillator-generated spurious signals must also be as low as possible to minimize receiver spurious responses. The LO amplifiers are broadband types used to buffer the local
oscillator from the mixer ports to minimize VSWR, and thus mixer-generated IMD, and to increase the oscillator’s output power to the nominal levels to maintain the mixer’s NF and conversion losses. In design of this LO chain, the LO amplifiers can be overdriven for maximum power output and flatness, since the LO signal involves only a single frequency. This means that no IMD will be generated, only harmonics, which are easily filtered out.

Both BPF3 and BPF4 are employed to reduce wideband noise, harmonics, and possibly any subharmonics that will be present in the oscillator’s outputs. Reduction of generated wideband noise improves the mixer’s NF and the receiver’s sensitivity, while harmonic suppression prevents a decrease in the mixer second-order intercept point (IP2) and the subsequent generation of increased LO second harmonics.

The first IF chain of the receiver will furnish some gain and filtering (certain first IFs may supply only filtering), along with delayed AGC of any amplifiers present, before injection into MIXER2. If desired, this first IF filtering of the DIPLEXER and BPF6 will also remove the second image frequency from reaching MIXER2, but the filtering itself must not be so tight as to introduce excessive group delay variations, causing increased BER. The filtering is present mainly to provide some channel selectivity and the rejection of spurious signals, since image noise into MIXER2 is not a concern if relatively high gain stages are adopted in the receiver’s front end, which is where the NF is set (the noise floor at MIXER2 will be mainly noise amplified by the LNA).

The second IF amplifiers and filter stages supply most of the receiver’s gain and selectivity, since lower-frequency circuits are cheaper and more stable. However, any such high-gain IF stages should be shielded against EMI that may have been emitted from other internal stages, or from external emissions, in order to prevent amplifier oscillations and receiver interference. The second IF strip will also increase the receiver’s total dynamic range by the use of variable-gain amplifiers (VGAs) within an AGC loop. This automatic gain control will not only control the gain of the second IF stages but, with many high-end receivers, it will also set the gain of the first IF strip and the LNA. The second IF strip will output $f_{\text{OUT}}$ into an external modem, or into an internal detector stage.

**Considerations.** When deciding on the number of filter poles required for a receiver’s (or transmitter’s) RF or IF, calculate the amplitude of all undesired signals (such as adjacent channels, mixer products, and LO feedthrough) and how much they must be attenuated to meet specs. A program such as Kirt Blattenberger’s *RF Workbench*, and to a certain extent The Engineer’s Club’s *MxrSpur*, can be invaluable in this regard. Run simulations for the chosen filter type (Butterworth, Chebychev, etc.), along with the preliminary number of poles (3, 5, 7, etc.). Add some extra attenuation margin (approximately 10 percent) to this figure. Confirm that the filters will now properly attenuate all undesired signals, without adding excessive group delay variation, insertion loss, sideband cutting, cost, or ripple to the design.

To discover the receiver’s AGC range needed for the IF strip, and in some cases for the RF stages, find the difference in dB between the lowest RF signal expected that will still be able to supply the desired amplitude at the receiver’s
output, and the highest RF signal expected. This will be the range, in dB, that the AGC must lower the gain of the receiver to maintain the nominal output signal level—even as the RF signal amplitude increases drastically.

The complete RF and IF gain for the entire receiver, all the way from its front-end input for the antenna to the output of the last IF, will typically be in the neighborhood of 125 dB. A minimum value for such gain would be 90 dB, but in some specialized applications of down-conversion directly into a modem, the gain may be as little as 18 dB. The receiver’s gain figure includes gains, which are supplied by the amplifiers, and losses, which are caused by filters, switches, pads, and mixers. Both antenna and receiver gain are finally combined to confirm that there will be a signal of sufficient amplitude at the receiver’s output to drive the detector or modem at the lowest signal levels expected, and with sufficient fade margin.

Reciprocal mixing is a common problem in receiver design that places the noise sidebands of the local oscillator into the IF of the receiver, and is caused by the heterodyning of out-of-band interfering signals and the LO noise. It significantly decreases the receiver’s SNR if this interfering signal—or the LO noise—is not attenuated. This mixing action takes place within the receiver’s mixer, with the interfering signal usually being quite close to the desired signal:

\[ f_i + f_N \text{ or } f_i - f_N = f_{IF} \]

where \( f_i \) = interfering signal, which is close to the desired signal
\( f_N \) = frequency of the LO noise, which is close to the frequency of the LO
\( f_{IF} \) = frequency of the receiver’s IF

**Frequency plan.** The receiver’s internal frequency plan can make or break a design. The proper RF and IF bandwidth and the exact LO and IF frequencies must all be selected carefully, or serious interference and mixer-generated spurious responses can greatly decrease the expected receiver specifications, sometimes rendering an entire design almost useless (see Chap. 7, “Mixer Design”). In order to catch most mixer-generated spurs, such as \( f_{RF} - 3f_{LO}, f_{RF} - 5f_{LO}, f_{RF} + 3f_{LO}, f_{RF} + 5f_{LO} \), it will be necessary to display these spurious output frequencies, and their amplitudes, by employing the proper RF system simulation software (see Sec. 10.10, “Wireless Design Software”). If it is found through simulation that the specifications cannot be met with the current design, then more IF filtering, new LO and IF frequencies, and/or a new mixer topology may be required. This is because we do not want any strong spurious frequencies, due to the many \( n_{RF} \pm n_{LO} \) mixer products, to fall within the bandwidth of the receiver’s IF. Such spurs would cause the BER to be degraded in a digital receiver, and in an analog receiver, even the reception of undesired signals and interference would be possible within our desired channel.

High-side injection occurs when the LO frequency is greater than the RF frequency in a conversion stage, while low-side injection occurs when the LO frequency is actually lower than the incoming RF frequency in a mixer stage. The choice of whether to operate a superheterodyne receiver with a
high- or a low-side injection will depend on the system design and whether
the final demodulated signal needs to have the sidebands with an inverted
frequency spectrum. In digital communications, this frequency inversion
can be a major consideration, since the output of the IF is typically sent
straight into a modem, which may or may not require inversion. But even if
we do not have a choice as to whether we can frequency-invert or not, we
may still select our high- or low-side injections throughout both the trans-
mitter and receiver stages, and base our high/low preferences on the avail-
ability of oscillators, multipliers, or PLLs, as well as their cost and design
complexity, along with the location of our undesired image frequency and
the undesired mixer spurs.

**General receiver calculations.** There are several important design formulas to
assist the designer in calculating the receiver’s specifications, and these are
presented below. However, it will be far easier and more accurate to obtain
these important receiver specifications by using the included AppCad program
by Agilent. This software will, within seconds, compute total receiver gain, NF,
SNR, MDS, sensitivity, noise floor, input/output IP3, dynamic range, etc.

1. The total gain required of a receiver can be calculated by finding out what
the lowest expected RF signal level will be after the antenna (into the
receiver), and deciding on what the minimum receiver output signal
requirement is into the modem or detector:

\[ G_{\text{dB}} = P_{\text{OUT}} - P_{\text{IN}} \]

where \( G_{\text{dB}} \) = required gain of the receiver, dB
\( P_{\text{OUT}} \) = lowest acceptable signal output level of the receiver, dBm
\( P_{\text{IN}} \) = lowest expected RF signal level into the front end of the
receiver, after the antenna, dBm.

2. Minimum discernible signal (MDS) is a sensitivity rating for receivers, and
is the lowest signal detectable. This can be at 0 dB above the receiver’s
noise floor, and can be calculated by:

\[ \text{MDS (dBm)} = -174 \text{ dBm} + 10 \log_{10} \text{BW} + \text{NF} \]

where \( \text{BW} \) = noise bandwidth of the receiver, or approximately the 6-dB-down
bandwidth (instead of the typical 3-dB bandwidth), and \( \text{NF} \) = receiver’s noise
figure, dB.

3. The third-order intercept point (IP3) is approximately 10 to 15 dB above the
P1dB compression point, and is the location where, if the gain slope of the
receiver could continue, the undesired output third-order frequency prod-
ucts would be at the same amplitude as the output two-tone fundamental
test signals that had been originally placed at the receiver’s input. To com-
pute the total cascaded input IP3 (IPTOT) of multiple stages of a receiver
(Fig. 9.2), use the formula:
where $I_{P_{TOT}}$ is the receiver’s total IP3 from its input to its output and $IP_3$ and $G_{A_{IN}}$ are linear terms, not decibels.

4. The importance of a low NF in a receiver is demonstrated by its linear relationship with SNR. For instance, if a receiver has an NF of 12 dB, and the SNR at its output is 20 dB, we can improve the SNR to 30 dB (using the same input signal power and receiver gain) by decreasing the receiver’s NF to 2 dB. This is a 10-dB improvement in NF and in SNR. Thus, if a certain signal power is placed at the input of a 5-dB NF receiver, and this creates an output with an SNR of 20 dB, then the actual input SNR to the receiver will have been 25 dB. In other words, the receiver added 5 dB to the noise at its output: the receiver’s NF directly correlated into a decrease in the output signal’s SNR. This also affects the power that the transmitter must send to the receiver’s antenna to make up for the decreased SNR caused by a receiver’s poor NF, with a relationship that is also dB for dB.

The NF for a receiver can be calculated by using Friis’s equation, with the noise figure itself not needing to be referenced to any particular bandwidth, since it is a ratio between the input and the output of a receiver (or amplifier) over exactly the same bandwidth:

$$NF_{TOTAL} = 10 \log \left[ \frac{1}{G_{I_{A_{IN}}}} \left( \frac{10^{NF_1/10}}{10} \right) + \frac{10^{NF_2/10}}{10^{G_1/10}} - \frac{1}{10^{G_1/10} (10^{G_2/10})} \right]$$

where $NF_{TOTAL}$ = total NF for the entire receiver, dB
$NF_1$ = noise figure for the first stage, dB
$NF_2$ = NF for the second stage, dB
$NF_n$ = NF for the $n$th stage, dB
$G_1$ = gain for the first stage, dB
$G_2$ = gain for the second stage, dB
$G_n$ = gain for the $n$th stage, dB.

Alternatively, we can calculate the required NF for a receiver if we wish a desired receiver output SNR. These calculations need the receiver’s planned bandwidth:
1. Calculate the thermal noise power within a certain receiver’s bandwidth:

\[ K_{TB} = -174 + 10 \log \text{BW} \]

where \( K_{TB} \) = thermal noise power within the specified BW, dBm, and BW = receiver’s bandwidth, Hz.

2. Calculate the lowest sensitivity that would produce a signal at the specified SNR at the receiver’s output:

\[ S_{\text{SENS LOW}} = (-K_{TB} + \text{SNR}) \]

where SNR = receiver’s desired output signal-to-noise ratio, dB, and \( K_{TB} \) = thermal noise power, dBm.

3. The NF required to just meet the sensitivity specifications:

\[ N_{F \text{MAX}} = S_{\text{SENS}} - (-S_{\text{SENS LOW}}) \]

where \( S_{\text{SENS}} \) = required sensitivity of the receiver as specified and \( S_{\text{SENS LOW}} \) = the sensitivity of the receiver at 0 dB NF (for the specified SNR). \( N_{F \text{MAX}} \) = maximum noise figure that the receiver can have and still satisfy the sensitivity requirement of SENS.

**Example.** If a receiver under design has been specified to have a sensitivity of -100 dBm, what is the maximum NF that we can permit the receiver to have (with zero sensitivity margin) if the receiver’s bandwidth is 100 kHz?

First, calculate \( K_{TB} = -174 + 10 \log 100,000 = -124 \text{ dBm.} \)

Now calculate what the sensitivity of the receiver would be with 0 dB NF. Let’s say the modulation chosen to be received will need a minimum of 18 dB SNR for a certain desired BER: \(-124 + 18 = -106 \)

What is the maximum NF allowed for this receiver with zero margin?

The answer is: \(-100 - (-106) = 6 \text{ dB.} \)

In reality, a safety margin would have to be added to the above calculation (the reasons for this are presented later). To add a safety margin, the NF of the receiver would have to be reduced even further. To increase the sensitivity margin by 3 dB, the NF would have to be lowered to 3 dB (6 dB - 3 dB = 3 dB). Depending on the radio service, more margin may be required, especially if the implementation margin is taken into account (the implementation margin is the loss in system specifications that occurs from the design stage to the actual implementation stage, as well as from mass production variances).

**9.1.3 Receiver issues**

As stated, the receiver’s NF, which is dominated by its first stages, determines the sensitivity of the receiver at VHF and above. But since externally generated noise and interference in metropolitan areas can reach high levels, an LNA
with an NF of 2.5 dB is usually more than sufficient. This metropolitan environment will also mean that there will be many other radios broadcasting—some at very high power—and some will have fundamental and harmonic frequencies quite close to our own receiver’s frequency. Moreover, since our receiver may be of a mobile type, the fixed hub or cell site transmitter our receiver is linked with may be transmitting from a distance that is anywhere from 35 miles to 35 feet away. This can place extreme stress on the receiver’s dynamic range, causing high levels of odd-order IMD (especially the third order) to drop into our receiver’s IF passband, producing poor BER performance in a digital radio, or a decrease in fidelity in an analog radio. We can lessen this problem by adopting an LNA and first mixer with a high IP3 and/or, in certain circumstances, a front-end attenuator controlled by AGC. The front-end attenuator is used only to reduce the desired input signal levels to an amplitude that will not overdrive the receiver’s LNA or first mixer; this solution would be unacceptable for attenuation of undesired adjacent channels, since the frequency of interest—especially if at a low amplitude—would also be attenuated. The noise figure will, of course, increase as attenuation is added.

**Half-IF** spurs can be a problem when a receiver possesses a low-frequency IF relative to its RF. This type of spur is created by the nonlinearities within the mixer permitting spurs in the receiver’s IF by:

\[
\text{Half-IF (Hz)} = [ (0.5 \times \text{IF}) + \text{RF}] 2 - (2 \times \text{LO})
\]

This formula means that any RF that is at half the IF plus the RF, and that substantially gets past the first RF filters that are before the first mixer, will be able to cause IF in-band interference. Half-IF interference is due to the second harmonic of the half-IF plus RF mixing with the LO’s second harmonic, with the resulting difference falling dead in the IF band. To mitigate, any RF signals that are at half the IF plus the desired RF should be properly attenuated before they exit the first front-end receive filter.

### 9.2 Transmitters

#### 9.2.1 Introduction

Proper transmitter design is critical, since it is a device that radiates an electromagnetic signal. This signal can, if the transmitter is improperly designed or constructed, interfere not only with other wireless communications, but also with many different types of non-RF electronic equipment.

Harmonic and spurious outputs, wideband noise and phase noise, frequency and amplitude stability, and the signal’s peak and average output powers are but a few of the critical parameters that must be addressed before any transmitter design can begin. Spurious signals generated by the mixing of the LO and IF (along with their harmonics) are of particular concern, as are two-tone intermodulation products created by two or more frequency components mixing together in any nonlinearities—at least up to the fifth order \((3F_1 \pm 2F_2)\).
or $3F_2 \pm 2F_1$). Other undesired output signals, such as harmonics of the desired RF carrier signal and the feedthrough of the LO and IF, can all cause interference. Transmitted noise (especially in a multipoint environment) will raise the noise floor of the receiver at the other end of the link, lowering its SNR, which will decrease the distance the communication link can reach; so any Class A or Class AB power amplifier should be specifically designed to output a minimal amount of additive wideband noise. Depending on the frequency, power, band, modulation, and service, certain frequency-stability requirements are mandated by law, or are simply required for proper demodulation at the receiver and/or to prevent adjacent channel interference.

9.2.2 Transmitter design

The generic linear double-conversion transmitter of Fig. 9.3 could just as easily be a single-conversion unit. The choice as to whether to employ single or double conversion is based on the transmit RF frequency and the much lower input frequency. At higher RF operation, double conversion is required to properly suppress, through low-cost IF filtering, the close-in sum or difference frequencies of the input signal mixing with the LO, as well as the LO feedthrough, while also suppressing spurious mixer responses caused by the limitations of a real-life IF filter’s limited realizable percentage of bandwidth. In other words, if we desire a high transmitter RF output frequency with only a single conversion stage—yet we have a low input frequency that must be converted to this much higher carrier frequency—we would need a filter with an impossibly narrow bandwidth and ultrasteep skirts, along with the escalating problem of the inevitably high group delay variations that would severely distort the output signal.

Taking the first element of Fig. 9.3, the antenna, we see that it is at DC ground through the inductor to protect the RF output filter (RF BPF) and the solid-state power amplifier (SSPA) against static buildup discharge damage. The RF BPF suppresses much of the transmitter-generated harmonics, wideband noise, IMD products, and out-of-band conversion frequencies. As an added consideration in FM service, most of the SSPAs will run saturated for maximum efficiency, which will create large harmonic output levels; these harmonics of the fundamental must be sufficiently attenuated by this last RF output filter. In fact, since the output filter is typically reflective in the stopbands, most of these undesired harmonic frequencies are actually reflected back into the SSPA, which will then create significantly higher-than-expected harmonic output from the transmitter. This annoying effect will necessitate an increase in the rated attenuation of the RF output filter by approximately 15 to 20 dB.

If the SSPA is to be operated at less than saturation for digital or SSB voice communications, it must be designed to maintain the desired output power with low distortion levels for the RF signal. This means we may have to run the power amplifier at up to 10 dB (or more) under its maximum output power rating. To put it another way, the SSPA has been “backed-off” in power by up to 10 dB in order to maintain the required linear operation that a particular modulation technique demands for decreased spectral regrowth (a form of
Figure 9.3 A standard linear transmitter.
IMD) and to maintain a good BER. The SSPA must also be exceptionally stable, and not begin oscillating nor decrease power with the wide impedance variations encountered in a mobile or portable operation. The impedance variations are caused by the antenna being constantly presented with many conducting structures that are passing nearby within the mobile environment. As well, the driver amplifier must be able to supply the necessary input signal amplitude to the SSPA, and without significant distortion levels.

The TX BPF must be tight enough to attenuate the LO feedthrough, the undesired sum or difference frequency, and other mixer products—but not contribute significantly to the signal’s group delay variations nor amplitude ripple. The wideband amplifier is not always required, but will permit all the undesired mixer products to pass through to the TX BPF, where they are reflected back toward the mixer stage. The wideband amplifier, because of its high isolation, will attenuate most of these reflected signals so that they do not create increased IMD levels within the mixer. Many transmitter designs may suppress reflections from the TX BPF’s stopbands by use of a diplexer or attenuator pads, or may simply dispense with all of the above and place the TX BPF directly at the output of the mixer port. This choice will depend on the output power from the mixer; the less output power, the lower in amplitude the reflections, and the less the requirement for their suppression. (These mixer products reflect back into the diode ring of a passive mixer stage, causing mixer diode imbalance; with the resultant increase in spurious outputs and decreased third-order intercept points.)

The second mixer itself can be a double-balanced type, of a level 10 (10 dBm LO power) or higher, to suppress IMD. Typically, the IF input port to the mixer should never have a signal higher than 10 to 15 dB less than that at the LO port, or excessive intermodulation products will result. As an example, if the LO port is at +10dBm, then the IF input must be at or lower than 0 dBm. The 3-dB pad located at the LO port helps to present a 50-ohm impedance to the sensitive LO BPF. This LO BPF suppresses LO harmonics, which lowers mixer IMD, as well as wideband noise, which improves the mixer’s NF. The synthesizer amplifier, SYNTH AMP, buffers the output of the synthesizer, minimizing VSWR, as well as increasing the synthesizer’s output power to the mixer’s nominal level to maintain its rated noise figure, IMD, and conversion loss specs. The synthesizer stage itself should have high stability and low phase noise so as not to degrade the downstream receiver’s SNR and BER. The 3-dB pad at the input to the second mixer may be used to maintain a more even 50-ohm input impedance for the IF BPF, which will shift in characteristics if not presented with its design impedance. The IF BPF should be tight enough to reject the first mixer’s products, its sum (or difference) frequency, the LO feedthrough, and excess noise (since increased bandwidth also increases input noise), yet loose enough to minimize group delay variations and sideband cutting. Selection of the proper filter topology, each with its own positive and negative attributes, is vital (see Chap. 6, “Filter Design”).

The wideband IF amplifier stage, IF AMP, not only does amplification chores, but will also have high reverse isolation to prevent the mixer products...
from the first mixer from reentering its output port. Moreover, the IF AMP will provide a relatively decent 50-ohm termination for the IF BPF at the mixer port because most mixers, because of their continuous switching action, have difficulty maintaining anything close to $50 + j0$ ohms. The first mixer converts the low input signal up to the IF, while the LO BPF filters wideband noise, harmonics, and spurs created by the LO and/or its LO AMP. The fixed LO is a high-$Q$, and thus low-phase-noise and high-stability, crystal oscillator. The BPF and/or the AMP may or may not be present, depending on the modulation source and its requirements (usually a modem in commercial data communications equipment, or an $I/Q$ modulator).

The transmitter's output may also be tapped by a directional coupler in order to feed the signal's amplitude information to a microprocessor to maintain proper transmitted output levels by an automatic level control (ALC) circuit. A temperature sensor and reverse power level signals may also be output to a controller to prevent SSPA damage or destruction.

The PA stage of a digital transmitter should have an SNR of greater than 65 dBc so as not to degrade the overall system's signal-to-noise ratio, while the phase noise of the LOs should be better than 95 dB/Hz at 10 kHz for a typical QAM transmitter. The digital transmitter's IF and RF filters should also pass the entire signal with no passband cutting, with an amplitude tilt of less than 2 dB, and with in-band ripple of less than ±0.5 dB. Spurious signal outputs into adjacent channels will normally need to be better than 65 dBc in most of the radio services.

### 9.3 Link Budgets

#### 9.3.1 Introduction

Before any piece of hardware is designed, a *link budget analysis* must be performed. This will tell us how much NF and gain the receiver requires, and how much power the transmitter must output, in order to reach our desired range at a specified BER and SNR. Performing a basic link budget analysis is simply calculating the final SNR and signal strength at the output of a wireless receiver after the signal is sent from the transmitter, across the entire transmission path, and through the receiver (Fig. 9.4).

![Figure 9.4 Transmitter and receiver path.](image-url)
Because of the vagaries of wireless communications caused by atmospheric and multipath fading, a certain amount of fade margin will be necessary to make sure that the link will remain up—even under infrequent but severe weather conditions—for a certain percentage of the year. This fade margin is a safety allowance of excess receiver NF and gain, transmitter power, or antenna gain placed in our link budget to assure a dependable wireless connection, with a certain amount of permitted downtime (in seconds) per year. For instance, a 20-dB fade margin for digital communications systems can be added to the link budget, which will not only cover atmospheric anomalies and multipath, but also equipment aging and repairs. A common figure for dependable operability that could be expected for certain digital systems, and with this 20 dB of fade margin, might be 99.99 percent with a BER of $10^{-8}$ throughout a year-long period.

It is important when calculating two-way links that each direction of the link has the required link budget to function at a desired BER, considering that all duplex links may not be power-, bandwidth-, SNR-, frequency-, or even modulation-symmetrical.

### 9.3.2 Link budget design

After we find the range (in kilometers or miles) over which the communications link must reliably transmit information, we must then calculate the wireless link’s free-space path loss. This is the loss, in dB, that occurs to an RF signal at a specific frequency over a specific range—but it does not account for any impairments.

Another figure we must obtain is the fade margin, as mentioned above. This will be required to assure the link of reception reliability during any unexpected, but persistent, atmospheric anomalies and multipath effects.

We would also like to find the minimum power that must be available at the receiver’s output for proper demodulation within the modem or demodulator, and what SNR is required for the particular modulation and error correction in use.

In the following example case, it is being assumed that the RF designer will be told what the maximum transmitter equivalent isotropically radiated power (EIRP) will be. But in order to obtain the necessary BER at the receiver’s output, a compromise will normally have to be made between transmitter output power (which must generally be minimized to the lowest level that assures reliable communications), and the receiver’s NF and gain versus IMD generation. However, higher-gain antennas and lower-loss coax cable on either the transmit and receive side, or both, can sometimes be an easy way to increase the fade margin.

To perform a link budget analysis:

1. Calculate the free-space path loss over the desired link distance. As mentioned, free-space path loss does not include any losses caused by the atmosphere or by multipath, but merely accounts for the inverse square law signal spreading of the RF wavefront as it leaves the transmitting antenna.
(for instance, if the distance from the transmitter source is doubled, the receiver will receive only a quarter of the energy it would have received at half this distance). This means that no matter how directional, and thus high-gain, an antenna may be, the power will still drop off commensurate to the inverse square law, and will decrease in field strength over distance. Thus, if a transmitter is sending at equal powers into two antennas—one low gain, the other high gain—the high-gain directional antenna merely started off with a higher field strength than would have been possible with the use of the low gain, omnidirectional antenna. By following the formula below, and working it out for various distances, we can obviously see that for every time the distance between the receiver and transmitter is doubled, a further 6 dB of path loss occurs:

\[ L_p = 32.4 + 20 \log f + 20 \log d \]

where \( L_p \) = path loss, dB  
\( f \) = frequency, MHz  
\( d \) = distance, km

2. Decide on the fade margin. The higher the frequency, the longer the link path, and the greater the desired reliability, the more fade margin is required. Fade margins of 10 to 20 dB in 20-km digital microwave links are quite common, while higher frequencies and longer links may require up to a 30-dB margin.

3. Since the magnitude of the noise floor of a receiver will set the minimum signal level that will still be easily detectable above this noise—or a signal that will have a positive SNR—we can calculate the signal strength required at a receiver’s antenna inputs, at a receiver’s particular NF, to obtain a desired SNR at the receiver’s output:

\[ S_{\text{dBm}} = -174 + \text{SNR} + \text{NF} + (10 \log_{10} B\text{W}_N) \]

where \( S_{\text{dBm}} \) = signal strength, in dBm, needed at the receiver’s antenna inputs (at the receiver’s front end), to obtain an output IF signal at a desired SNR in a 50-ohm system  
\( \text{SNR} \) = required signal-to-noise ratio, in dB, for the type of modulation used, at the output IF (i.e., at the detector or modem input)  
\( \text{NF} \) = noise figure, in dB, of the receiver  
\( B\text{W}_N \) = The 6-dB bandwidth of the IF, in Hz (or, more accurately, the noise bandwidth)

4. Calculate the power that will be present at the receiver’s input after its own antenna, and after its trip across the link from the transmitter.

\[ P_r = P_t + G_t + G_r - PL_{\text{dB}} \]

where \( P_r \) = power, in dBm, present at the receiver’s input
\[ P_i = \text{power, in dBm, delivered by the transmitter into its own antenna} \]
\[ G_t = \text{gain, in dB, of the transmitter’s antenna} \]
\[ G_r = \text{gain, in dB, of the receiver’s antenna} \]
\[ \text{PL}_{dB} = \text{free-space path loss, in dB, between the transmitter and receiver antennas} \]

5. Now, confirm that the transmitter is outputting enough power to overcome the free-space path losses and to account for the desired fade margin, and/or that the receiver will have a low enough NF for the desired SNR and enough gain for proper output signal strength into the modem or detector:

\[ P_{OUT} = P_t - L_p + G_t + G_r - L_t - L_r + RX_{dB} \]

where
\[ P_{OUT} = \text{power at the receiver’s output into the modem or detector, dBm} \]
\[ P_t = \text{transmitter’s power output into its own antenna coax, dBm} \]
\[ L_p = \text{free-space path loss as calculated above, dB} \]
\[ G_t = \text{transmitter’s isotropic antenna gain, dBi} \]
\[ G_r = \text{receiver’s isotropic antenna gain, dBi} \]
\[ L_t = \text{loss of the transmitter’s coax, dB} \]
\[ L_r = \text{loss of the receiver’s coax, dB} \]
\[ RX_{dB} = \text{gain, dB, of the receiver section itself (including conversion and filter losses, and the front end and IF amplifier gains)} \]

The following formula will tell the designer the signal strength output of the receiver stage when the signal strength at the receiver’s antenna is known:

\[ P_{OUT} = P_{SIG} + G_{dB} - L_r + RX_{dB} \]

where
\[ P_{OUT} = \text{signal strength, in dBm, available from the receiver’s output into the modem or detector input} \]
\[ P_{SIG} = \text{power, in dBm, picked up by the receiver’s antenna from the transmitter’s antenna} \]
\[ G_{dB} = \text{gain, in dBi, of the receiver’s antenna} \]
\[ L_r = \text{loss of the coax cable, in dB, between the receiver’s antenna and its front end} \]
\[ RX_{dB} = \text{gain, in dB, of the entire receiver stage—including filters, conversions, and amplifiers—from the front end to the output into the modem or detector stage} \]

The following formula will give the designer the signal-to-noise ratio at the output of the receiver stage:

\[ \text{SNR} = P_{OUT} - (-174 + 10 \log (BW_N) + NF + L_r + RX_{dB}) \]

where
\[ \text{SNR} = \text{signal-to-noise ratio present at the output of the receiver, dB} \]
$P_{\text{OUT}}$ = signal strength, in dBm, available from the receiver’s output into the modem or detector input

RX$_{\text{dB}}$ = gain, in dB, of the entire receiver stage—including filters, conversions, and amplifiers—from the front end to the output into the modem or detector stage

$L_r$ = loss of the coax cable, in dB, between the receiver’s antenna and its front end (presented as a positive number only)

NF = noise figure of the receiver, dB

$BW_N$ = 6-dB bandwidth of the IF (or, more accurately, the noise bandwidth), Hz

The above calculations should give us an indication of the signal power, noise figure, and gain required across a particular link.

**Real-life path losses.** Since free-space path loss in a microwave link will not be the only loss encountered, other impairments must be added to this to establish a worst-case scenario within your link.

The path losses attributed to rain begin to dramatically increase at frequencies above 10 GHz. A heavy rain shower can attenuate a 10-GHz signal by 2 dB per kilometer (or more). As these frequencies increase, so do the losses. It is, however, only the space between the transmitter’s and receiver’s antennas that actually has this rainfall that will force such severe attenuation, so much of a transmission path may in fact be clear. A wet snow has a similar attenuating effect, while a dry snow will have little significance, even at the higher microwave frequencies. Dense fog will attenuate a 10-GHz signal by up to 1 dB per kilometer, with much smaller attenuation levels as the frequencies decrease. Water vapor and atmospheric oxygen absorption create attenuation at 18 GHz and above, with various high attenuation peaks at several microwave frequencies. *Fresnel zone* clearance inadequacies, atmospheric reflection, and scattering will also conspire to increase path losses. But not all impairments are continuous attenuation mechanisms, especially the atmospheric effects causing reflection. Nonetheless, all such losses can be compensated for by increasing the power from the transmitter, decreasing the receiver’s NF and increasing its gain, and raising the transmitter and receiver antenna gain. The end effect we want is to make sure that there is enough signal amplitude out of the IF of the receiver to drive the modem or demodulator, and that that signal has the SNR required for reliable demodulation at a low BER.

### 9.3.3 Will it work?

Consider a simple link budget analysis of the communications system and path of Fig. 9.5.

A 40-km link, with no obstructions, is needed to operate dependably at 2.4 GHz with a transmitter/antenna combination that can output a +47 dBm (50 W) EIRP signal with our modulation of choice. We find that the receiver must, through all atmospheric conditions, maintain a signal into the detector...
or modem of $+10 \text{ dBm}$, with a minimum SNR of 20 dB, at a bandwidth of 1 MHz. What would be the specifications of the receiver necessary to meet this requirement?

First, we must calculate the free-space path loss between the transmit and receive antennas for a frequency of 2.4 GHz, then add 20 dB for the link margin to be assured of reliable operation. We can now subtract the calculated path loss, with link margin, from the EIRP of the transmitter system to arrive at the power level that will be present at the receive antenna under a worst-case situation of $-20 \text{ dB}$ over and above the free-space path loss. We find this figure to be $-105 \text{ dBm}$. The receive antenna, with its 20 dB of gain, will take the $-105 \text{ dBm}$ signal and amplify it by 20 dB to $-85 \text{ dBm}$, while the 3 dB of cable losses will drop the $-85 \text{ dBm}$ signal level to $-88 \text{ dBm}$. Thus, $-88 \text{ dBm}$ of signal is finally placed at the receiver’s front-end input from the original transmitter signal.

We can see that a total gain of 100 dB will be required of the receiver to meet or exceed the $+10 \text{ dBm}$ output power requirement into the modem or detector, or $100 \text{ dB} + (-88 \text{ dBm})$. We have left ourselves a small gain implementation budget of about $+2 \text{ dB}$ to cover design-to-realization (real-world) losses, for a total signal level out of the receiver of $+12 \text{ dBm}$. We then employ the SNR formula as shown above to find that we have a good SNR of over 20 dB at the receiver’s output and a small 0.9 dB for the SNR implementation budget, for a total of 20.9 dB. We have found that the link will be quite dependable over almost all atmospheric conditions and during most parts of the year.

The final value of the communications receiver’s output signal above the noise depends on the receiver’s bandwidth, its NF (which is why receiver NF is so important, since a 1-dB improvement in NF translates to a 1-dB improvement in SNR at the detector), antenna temperature, antenna gain, cable losses, and transmitted EIRP. However, the actual signal amplitude at the receiver’s detector input depends only on the receiver’s antenna gain and cable losses, receiver RF and IF gain, and the transmitted power.
9.3.4 Link budget issues

Fresnel zone clearance must be considered when setting up a microwave link across the earth. This is because optical line of sight between the transmitting and the receiving antenna is only one factor in most microwave links, the other being the first Fresnel zone clearance.

The Fresnel zone is referred to as the radio line of sight, and will need more clearance that the optical line-of-sight since a radio wave, when it passes near an object (such as a building or a mountain), will become defracted or bent, causing the radio wave to become degraded, even if the obstruction is many feet below (or to the side) of the radio wave.

This is why we must confirm mathematically, and not optically, that we have sufficient Fresnel zone clearance above any mountain or building to avoid attenuation of the transmitted signal at the receiving station. The following formula can be used in conjunction with Fig. 9.6 to verify this:

\[ h = 72.1 \sqrt{\frac{d_1 d_2}{f (d_1 + d_2)}} \]

where \( h \) = clearance between the top of any obstruction and the direct line of sight that is required for zero attenuation to the transmitted signal, feet

- \( d_1 \) = distance between the transmitter and the obstruction, miles.
- \( d_2 \) = distance between the obstruction and the receiver, miles.
- \( f \) = frequency of the transmitted signal, GHz

If the answer is required in meters:

\[ h = 17.3 \sqrt{\frac{d_1 d_2}{f (d_1 + d_2)}} \]

where the terms are as defined above except that \( h \) is in meters and \( d_1 \) and \( d_2 \) are in kilometers.

We could ignore the Fresnel zone clearance entirely but, depending on the frequency and the geometry of the obstruction and whether the obstruction is close to the optical-line-of-sight, the additional path losses could be anywhere between 6 and 20 dB.

As we have discovered, the noise floor of a receiver system is a critical issue. To calculate this, including the antenna’s NF as well as the receiver’s NF, we can use the formula below. This formula works quite accurately for terrestrial total receiver system NF calculations, but assumes a receiving antenna’s noise temperature to be 290 K, which is a reliable antenna temperature estimate for all antennas in an earthbound link environment. And since the formula calculates the signal strength, in dBm, required at the input of the receiving antenna for the receiver to output at a 0-dB SNR, we would have to confirm that the transmitter on the other end of the link has the power to permit us,
Figure 9.6 Measurement of Fresnel zone clearance.
with sufficient fade margin, to obtain this SNR (which is the value as required by the receiver’s modem or detector in use at the output of the IF):

\[
S = 10 \log \text{BW} + 10 \log [290 (10^{\text{NF}/10} - 1) ] - 198.6 - G_A
\]

where \( S \) = entire receiver’s sensitivity, in dBm, with a 0 dB SNR at its output

\( \text{BW} \) = system’s IF bandwidth, Hz

\( \text{NF} \) = receiver’s noise figure, dB

\( G_A \) = receiver’s antenna gain, dB

Another factor that affects the noise of the receiver system is the antenna’s orientation. If the receiving antenna is pointed more toward the sky (but not toward the sun) in order to receive a signal from a transmitter that is placed on a mountain top, as an example, then its noise temperature, and thus its NF, will be less than if it were pointed at the ground (the ground has an approximate noise temperature of the above-mentioned 290 K). However, even if the receiver antenna were pointed at the coldest region of space (to communicate with a satellite transmitter), its sidelobe reception would still increase its noise temperature.

9.4 The Complete System

9.4.1 Introduction

Complete communications systems design must take into account many variables, such as the link itself, general transmitter and receiver specifications, type of modulation, data rate, and BER. Most of these issues have been or will be covered in other sections of this book. This section, however, will concentrate on the overall technical issues that affect systems performance.

9.4.2 Wireless system design

At the beginning of any wireless design project, certain system parameters must be established. In a digital data link, we would need answers to some of the most basic of questions: What will be the frequency of operation? Will the system need to be full duplex or half duplex? Will transmit and receive be separated in frequency [frequency division duplex (FDD)] or in time [time division duplex (TDD)]? What is the bandwidth, modulation, fade margin, gain, BER, SNR, phase noise, group delay, transmit power, and receiver NF? What number of conversion stages will we need for the transmitter and receiver sections? What are the system’s required channels, frequency plans, frequency stabilities, dynamic ranges, third-order intercept points, and frequency inversions? Most of these specifications are interrelated, and must be answered, since digitally modulated radio systems have to be especially designed for low levels of phase noise, group delay variations, IMD levels, amplitude ripple and shape,
and frequency variations so as not to adversely affect the BER of a phase/amplitude-modulated digital signal.

After all specifications and requirements have been plotted for the communications system, a detailed block diagram showing the gain, frequency, bandwidth, and signal levels (in dBm) should be drawn for the receiver at both its highest expected input signal level (to confirm that no section is being over-driven), and its lowest expected input signal level (to confirm that the output power into the detector is adequate); as well as for the transmitter section. These diagrams assist in verifying that the gain and bandwidth distribution is appropriate and that spurious and harmonic suppression will be effective. After this is accomplished, the actual circuit design for each stage can begin.

A generic wireless system. Figure 9.7 shows a generic digital linear time division duplexed (TDD) transceiver with its own built-in modulator and demodulator. (Other digital transceiver systems may drop internal modulation and demodulation entirely, and begin and end with the IF. A modem would be placed at the transceiver’s IF ports, which would feed the transmitter section with a modulated IF signal and demodulate the IF from the radio’s receiver section.)

On the transmit side, the baseband digital data is input into the DAC, which converts it into serial analog data, which is filtered and sent into the I and Q inputs of the modulator. The I/Q modulator takes the I and Q signals and mixes them in their own DBM, with one DBM fed an in-phase LO and the other a 90 degree out-of-phase signal. This action attenuates the indeterminate frequencies produced in this multiplication process. The outputs are added in a linear mixer and output as a single IF signal—along with attenuated sidebands and the undesired carrier that were not fully suppressed because of phase and/or amplitude mismatching between the I and Q legs. The IF is then amplified, filtered, up-converted, and amplified again before being sent out of the antenna. (In some lower-frequency systems, the signal directly out of the modulator can be used for transmission into space, and would need to be simply filtered and amplified before being transmitted from the antenna.)

On the receive side the transmit/receive switch (T/R) is switched to route the incoming signal through the initially low-insertion-loss front-end attenuator (employed to lessen very high-level input signals), into the LNA (to increase the signal power and lower the receiver’s NF), through the image filter (to reduce image noise and interference), into the down-conversion stage (to heterodyne the RF to the lower IF), through the diplexer (to decrease reflection-generated mixer IMD), into the IF strip with AGC (to decrease/increase the signal level and supply selectivity), and into the demodulator stage (or modem), thus outputting a digital data stream.

The following is another example of a good general systems design breakdown, this one of an ordinary FM transceiver.

In the full duplex radio of Fig. 9.8, a duplexer is placed at the transceiver’s front end to allow simultaneous TX/RX on different frequencies while employing the same antenna. This duplexer must have a high enough level...
Figure 9.7  A complete TDD radio.
Figure 9.8 A full-duplex FM FDD radio.
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of attenuation to prevent the high-power transmit frequency and power ampli-
ifier (PA) noise from negatively affecting the very sensitive receiver, while also
attenuating transmitter harmonics and some of the receiver’s image frequency,
and at the same time not adding excessive group delay variations.

The LNA will set most of the receiver’s NF, and thus sensitivity, and must
be high in gain and low in internal noise generation. However, just deciding to
design an LNA with the lowest NF and the highest gain will result in a receiv-
er with poor intermodulation performance, since the mixer’s third-order inter-
cept point (IP3) will be reduced by the gain of the LNA (this would be true even
if the LNA itself had an infinite IP3). This makes the first mixer, and thus the
entire receiver, very intolerant of strong input signals—the mixer is basically
predetermining the entire receiver’s IP3. As the first mixer is such a critical
element in receiver IP3 performance, DBM diode mixers are usually employed
for this purpose, since they have a far higher IP3 than most active mixers. The
DBM thus permits more gain in the LNA stage, which lowers the effect of
noise contributions of the following stages—including the high-NF first mixer
stage. Obviously then, LNA gain and first mixer IP3 must be selected with
care to maximize receiver IP3 and minimize NF so that we may obtain a highly
linear and sensitive receiver. Most sensitive receivers will have an image filter
placed just before this mixer, which will further assist the diplexer’s filtering action, and will almost entirely eliminate the LNA’s own self-generated noise within the undesired image band from adversely affect-
ing the receiver’s SNR.

The wideband amplifier that follows the first mixer has a high reverse isola-
tion to prevent the large mixer-generated sum frequency from reflecting off the
reflective stopbands of the IF BPF and reentering the first mixer, which would
increase IMD. The IF BPF rejects all signals that are not on channel, which is
an important task, as the gain of the IF strip is quite high (usually at least 90
dB). In some radios, rejection of the second image noise may be necessary, and
the IF BPF provides this capability as well. The attenuators into/out of the sec-
ond mixer stage help to increase the return loss of the conversion stage, there-
by decreasing IMD. This is especially vital at the IF port, where reflections off
of the filter’s stopbands will be quite severe. In this FM receiver case, a limiter
sets the IF\textsubscript{OUT} amplitude into a discriminator, with IF\textsubscript{OUT} then flowing into sig-
nal-processing integrated circuits and to an output speaker.

On the transmitter side, the modulated IF is placed into IF BPF at the IF
in port, converted up in frequency by the first mixer, amplified and filtered, then mixed up by the second mixer to RF. A wideband, high-isolation ampli-
ifier at the first mixer’s output port is used to dampen reflections back into
the mixer, with attenuators performing a similar function. The second mixer’s
TX BPF suppresses wideband transmitter noise, as well as harmonics and mixer products. These two frequency-conversion stages are necessary so that
we may economically filter out the close-in sum (or difference) frequency, as
well as the inevitable LO feedthrough, from exiting the transmitter in
strength. The driver amplifies the signal to an input level that is acceptable
to properly drive the power amplifier (PA). In this FM case, the PA will run saturated, which demands that the driver has enough gain to keep it so. Some of the signal is tapped by the coupler for output power confirmation to a microprocessor, with the majority of the signal sent to and filtered by the duplexer, and broadcast out of the antenna.

The power amplifier stage can be the most difficult part of the transmitter to design. The PA must be very tolerant of low output return losses, which are caused by the large impedance variations created by the mobile antenna and its rapidly changing physical environment, as well as reflections off the duplexer's reflective stopbands. Not only must the PA not be destroyed by these VSWR variations, but must also not degrade total performance specifications. In fact, many FM services demand that the PA be able to vary its power output over some specified range, be highly efficient (for increased battery life), generate minimal harmonic levels, and have enough gain for efficient saturated output.

9.4.3 System design with RFICs

Most wireless system designs (Fig. 9.9) now rely heavily on the ever-increasing use of radio-frequency integrated circuits (RFICs). RFICs may contain the complete LNA/mixer stages, the entire IF stages, or even the total transceiver. However, a complete transceiver on a single RFIC chip is usually available only for low-data-rate or low-cost voice applications—at least for the foreseeable future, and with the single exception of the upcoming one-chip solution for Bluetooth devices (for further information on this important wireless technology, please go to Bluetooth.com). Nonetheless, higher integration levels are slowly becoming a reality as more and more companies attempt to make a complete wireless system on a chip.

Depending on the frequencies and specifications required, adopting RFICs can significantly lower design and production costs, as well as the physical size, of the complete radio system. In fact, multiple RFICs have already replaced many discrete systems, as high levels of integration can allow one RFIC to replace dozens, if not hundreds, of components. This not only decreases the cost of designing the communications system in the first place, but also simplifies the actual construction of the systems themselves.

RFICs are available for each part of a radio, with the level of the desired integration depending on the design flexibility required. The design of Fig. 9.9 demonstrates low levels of RFIC integration, but still allows for a far more rapid time to market than a completely discrete design. Most of the chips for this, and similar radio designs, are available from MAXIM, RFMD, Mini-Circuits, National, Motorola, etc.

Many designs must still rely on discrete, or at least individual MMIC, amplifiers and mixers when RFICs are not compatible with a particular design goal, while other wireless systems may have to employ an almost entirely discrete design for price/performance reasons. Indeed, the RFIC solution is compatible with a particular wireless design only if the chip already
Figure 9.9 RFICs and MMICs for a complete transceiver.
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exists to perform the required functions, or if volume production makes it economically viable to actually design and manufacture the RFIC itself—an extremely expensive option.

**An RFIC design consideration.** For some portable wireless devices, the receiver’s front-end RFIC (consisting of a conversion stage and RF and IF amplifiers) may have high-impedance outputs, which interface with external discrete IF filters. These high impedances are adopted to decrease current drain for the chip, which can become quite heavy because the RFIC’s built-in IF impedance matching output buffer is attached to a normal 50-ohm circuit. Thus, the RFIC’s output may be connected to an external high-impedance IF filter (of a few thousand ohms) in order to decrease this drain, or with the internal buffer bypassed altogether and directly attached to a high impedance.

To explain further: For the lowest current drain possible in any amplifier stage, there is a nominal output impedance, which will depend on the voltage of the power supply and the RFIC’s output IP3 requirements. (This is exactly the same idea behind increasing the efficiency in any power amplifier). In other words, the RFIC buffer’s output intercept point will be governed by the impedance of its load \( R_L \), and the buffer’s own current consumption \( I_Q \), or:

\[
OIP3 \approx 40 + 10 \log_{10} \left( \frac{R_L \times I_Q^2}{2} \right)
\]

where \( OIP3 \) = third output intercept point, dBm
\( R_L \) = impedance of the RFIC buffer’s load
\( I_Q \) = RFIC buffer’s current consumption

This demonstrates that the higher the buffer’s current consumption and/or the higher the load resistance, the higher the OIP3. By increasing the load resistance, it can be seen that the buffer current can be safely decreased while maintaining the desired OIP3—an important consideration in most portable applications.

As an example of the current savings that can be realized with the above technique, a front-end receiver chip from RFMD, the RF2418 (Fig. 9.10), which combines an LNA, mixer, and IF buffer on a single chip, will draw 15 mA from a +3 V DC supply with a 3-dB NF, a −7 dBm IP3, and a +18-dB gain into a 50-ohm filter. However, if the IF output of this buffered chip is connected to a 500-ohm load, the gain will not only increase to 24 dB, but the RFIC’s current draw will drop to 6.5 mA.

Why do RFIC designers even bother adding this problematic buffer stage? Because these engineers are able to efficiently match only the naturally high output impedance of the RFIC to the normally low input impedance of an external filter with this active buffer stage—instead of applying bulky passive \( LC \) matching. However, as stated above, the matching buffer will consume a lot of power if a low output impedance is used, which is why some low-power RFICs will have these high-impedance output ports instead of the normal 50-
ohm matched outputs. And in the case of the RF2418 RFIC, its buffer may be completely bypassed for an even larger power consumption savings, with the IF output now going into the input of a high-impedance filter stage.

9.4.4 System issues

Within communications systems there are certain inherent general design problems that the engineer should be aware of:

1. The Class A or Class AB power amplifier of a microwave transmitter in multipoint service (where many clients are served by a single central hub transceiver site) should be designed to transmit minimal additive wide-band noise. This wideband noise effectively lowers the SNR at the central hub receiver when in this multipoint environment, since there may be hundreds of client transmitters that are on at the same time—whether modulated or not.

2. Adjacent channel interference (ACI) problems can be alleviated by employing different polarizations or different frequencies in adjacent sectors in a multisectorized hub antenna environment, by using sectorized hub antennas with proper side and back lobe rejection, by avoiding excessive hub transmitter power level outputs.

3. Amplitude ripple and tilt across a wideband digital channel must be minimized to a level not to exceed 0.5 dB for QAM and QPSK so as to decrease BER degradation.

4. Such esoteric impairments as in-channel tones, transient bursts, or TDMA timing issues can create crippling cochannel interference or decreased BER. In-channel tones and transient bursts can be lessened by redirecting the client antenna (if possible), by using a more directional antenna, or by
tracking down and eliminating the interferers (if possible). Timing is a control issue, and will normally not be your concern.

5. *Frequency stability* is quite critical for the upstream channel, especially when wideband cable modems are employed as the modulator/demodulators. In these cases, stability must be better than ±12 kHz to catch a standard cable modem’s preamble (or the link will not lock up), as well as to maintain the BER over time with no automatic reboots. A longer preamble that can tolerate a frequency spec of ±25 kHz is possible with some cable modems.

6. *Group delay ripple* (GDR) must be no more than 75 ns for QAM-64, and less than 200 ns for QPSK, as increased GDR increases ISI. Simple analog design considerations (mainly for the system’s bandpass filters) and digital adaptive equalizing will keep GDR in spec.

7. Increased system *linearity*, through hardware design and/or the appropriate SSPA back-off at the hub and client transmitter, will lessen BER degradation of a digital signal by decreasing intermodulation distortion levels.

8. *Multipath* causes phase cancellation, which creates both amplitude and phase distortions of the desired signal. This decreases the received signal’s strength, thus decreasing SNR and increasing BER. It also creates undesirable amplitude notches or slopes, causing increased ISI. Increasing the gain, and thus the directionality, of the antennas; proper location of the hub transceiver (such as not placing it in front of a tall building or mountain); and using equalizers will all mitigate, but cannot eliminate, multipath problems.

9. *Near/far* receiver issues can mean some compromises in transmitter and receiver design. Depending on how close a client is to the hub, a close-in receiver may become saturated by the constant power output of the hub transmitter in a multiclient environment. This can be significantly reduced by using receiver front-end attenuators, utilizing the natural shadowing effect created by a high-mounted hub antenna (allowing the close-in receiver to be under the main lobe of the transmitter’s antenna), employing different gain antennas for the close-in client receiver to that of the farther out client receiver, or using a switchable front end that will permit the LNA to be bypassed if the client receiver is too close to the hub transceiver.

10. *Phase noise* created by the nonperfect nature of a real LO will degrade the BER and increase the ISI. A digital wideband client receiver, for example, should possess a phase noise spec −85 dBC/Hz at 10 kHz, or better, to lessen BER degradation of the incoming signal.

**Assorted issues.** The hub antenna in a multipoint system environment must be located on as high an area and/or tower as practical. This will allow the cov-
verage of the largest amount of client transceivers, since most nonbusiness antennas will normally be located at a single-dwelling roof level—and may be up to 15 to 20 miles away. This permits clearance for the Fresnel zone and increased mitigation of hub multipath problems, with the antenna as the highest local structure.

The *implementation margin* (IM) is another important aspect of systems design. IM is the decrease in SNR, and the corresponding increase in BER, that occurs in a system from the design to the actual building of the radio. The IM losses must be accounted for by increasing the required SNR of the radio to compensate for this effect during the design phase. When all of these modem and radio impairments in an imperfect practical wireless link are added—excluding the fade margin—an IM of up to 6 dB is common in high-data-rate radios. These hardware impairments can be caused by excessive phase noise, amplitude errors, noisy carrier recovery, jitter, group delay variations, noise through excess bandwidth, nonlinearities, thermal noise, adjacent channel interference, frequency instabilities, etc.

The choice as to whether we should use *frequency division duplex* (FDD) or *time division duplex* (TDD) in a radio system should obviously be addressed early in the design cycle. FDD radios operate with separate transmit and receive frequencies—isolated from each other by a duplexer filter—to allow the radio to transmit and receive during the same time period. A TDD radio utilizes the same frequencies for both transmit and receive, but employs a high-isolation switch in the transceiver’s front end, near the antenna, to switch between transmit and receive during different time periods. Normally the choice as to which one to exploit will be dictated by the *systems engineer* on the project, as will most of the other system specifications.
Chapter 10

Wireless Issues

There are many important topics in wireless communications that must be addressed, not only for a full understanding of RF design, but also to be able to successfully implement complex circuits. Noise, EMI, PCB layout, prototyping, FCC rules, etc., are all issues of significance in the world of wireless.

10.1 Noise in Components and Systems

Noise is of crucial concern in radio, since the higher a signal is above the noise, the higher will be its SNR and the farther away it can be detected with a desired BER. There are two primary classifications of noise: circuit generated and externally generated. Both are unavoidable and limit the possible gain of any receiver’s amplifiers. However, noise can be minimized by careful and cautious circuit and systems design. For instance, if we employ LNAs and tight filtering in the front end of receivers, and decrease the noise contributions from local oscillators and the image frequency, and use proper shielding and layout techniques, we can significantly improve on the noise floor amplitude.

Noise manufactured within circuits and systems produces a haphazard and fluctuating voltage that varies widely in frequency. White noise (also referred to as Johnson or thermal noise) is created by a component’s electrons randomly moving around under the influence of thermal energy. Shot noise, because of its characteristics, can also be considered another type of white noise, but is caused by electrons entering the collector or drain of a transistor, and by the haphazard movement of electrons across any semiconductor junction.

Zener diodes are especially problematic as a noise contributor because of their shot noise effects. In fact, all zeners will add shot noise, but the diode’s designers will have minimized other, more complex, noise contributors in “low-noise” zener types.

External noise is caused by not only artificial sources of electromagnetic interference, such as dimmer switches, car ignitions, and electric motors, but
also by natural sources, such as the static created by atmospheric lightning. External noise also includes *space noise*, produced by solar flares and sunspots, and *cosmic noise*, induced by the stars radiating interfering signals in all directions.

Circuit-generated noise power, in watts, can be calculated by the formula shown below. This simple formula states that the two contributors to noise in a circuit are the temperature and the bandwidth of the circuit; the lower the temperature and the lower the bandwidth, the lower the noise contribution. The actual carrier frequency of the signal itself has absolutely no effect on the production of this noise:

$$P_N = KTB$$

where $P_N =$ noise power, W

$K =$ Boltzmann’s constant, $1.38 \times 10^{-23}$

$T =$ circuit temperature, K

$B =$ circuit bandwidth, Hz

A related noise contributor is from an outside origin, such as a signal source, and is created by the same mechanism as above. It is referred to as *source noise*, and can be calculated by:

$$NF = 10 \log_{10} \left( \frac{P_{NO}}{P_{NI}} \right) \text{ at } 290 \text{ K}$$

where $NF =$ noise figure, dB

$P_{NO} =$ output noise power, W

$P_{NI} =$ input noise power, W

290 K = the reference temperature used in most measurements, in kelvins.

### 10.2 Electromagnetic Interference

#### 10.2.1 Introduction

Attenuating *electromagnetic interference* (EMI) and *radio-frequency interference* (RFI) to the lowest levels possible is a major requirement of most wireless designs. Undesired electromagnetic radiation escaping from a radio’s enclosure will not only interfere with neighboring wireless equipment, but small RF levels flowing *within* the radio cabinet itself can destroy the proper operation of an otherwise solid design.

#### 10.2.2 Designing for EMI suppression

**Analog EMI suppression.** Suppression of EMI is necessary for all designs—both wireless and nonwireless—because of rigid European and strict FCC regulations, as well as for protection of your design against improper operation.
Metallic shielding of synthesizers and oscillators to prevent coupling energy into other circuits, or to prevent other circuits from injecting energy into the frequency sources, is vital. Any such EMI propagating out of a frequency source can decrease the isolation between stages and/or cause harmonic or mixing products to form in the rest of the radio’s stages, while EMI entering a synthesizer or VCO can create undesirable spurs. Traces leaving a frequency source should be shielded by placing them at a lower PCB layer (in stripline form), which is especially important from high-power frequency sources, such as those used to feed diode mixer conversion stages. However, when shielding of the top layer is employed to prevent microstrip traces from radiating, the characteristic impedance of the microstrip can be greatly affected by the top and side shield enclosure if it is placed too close to the track.

Temperature-reducing perforated shielding should be utilized with caution—and never when a design is to operate above 2 GHz—as harmonics of the fundamental signal frequency can easily escape such an enclosure.

Lack of shielding or proper layout can cause a filter to become virtually useless if the signal to be filtered is able to propagate around the filter itself. This can be especially problematic with SAW devices because of their high initial insertion loss, which allows EMI to pass almost unfiltered.

Traces for transistors, inductors, mixers, and RFIC’s, and even the components themselves, can all radiate; so self-shielded parts should be used whenever required.

Tough EMI radiation problems can be mitigated by applying RF-absorbing foam or rubber over an offending circuit (at 400 MHz and above), or placed within the shield itself to prevent the waveguide effect. (The waveguide effect is undesirable low-loss coupling through a long shield structure that creates a waveguide-like transmission line.)

In most wireless PCB situations it is prudent to ground all external cases, shields, and septums straight to the ground plane in order to reduce EMI emissions.

Even though placing shielding over a radiating circuit—or shielding a circuit that is being adversely affected—will help EMI substantially, any such electromagnetic emissions can still travel through the dielectric of the PCB and influence susceptible circuits. A method of attenuating this type of EMI is to utilize a “fence” of through-hole vias, which are located around the affected circuit, from the top of the PCB to the bottom ground plane. At very high frequencies, or if high-amplitude harmonics of the fundamental are present, then vias will have to be placed in a relatively dense pattern.

Preventing EMI from corrupting the DC power supply, and thus the entire wireless device, is critical. A generous amount of decoupling capacitors that are capable of shunting the entire spectrum of possible EMI frequencies—along with a high-frequency choke—should be placed close to all active devices. This will prevent unwanted oscillations and/or contamination of our desired signal (see “Coupling/Decoupling of Amplifiers”), and is especially important for VCOs and LNAs, which must be heavily decoupled from
noise-producing conducted emissions that can take place through the common power supply.

**Digital EMI suppression.** EMI created in digital circuits within the radio system is quite similar to that in the above analog circuits. However, because of certain design variances, and the huge amount of harmonics generated by the square-like waveforms of a digital circuit, there are some added considerations.

Traces on a PCB can transmit EMI at high frequencies—almost as if they were small monopole or loop antennas—if the traces are unterminated, or terminated into a high impedance. If the trace is not microstrip, but of some unknown or uncontrolled impedance, then the electromagnetic fields will leak from the trace and couple into other neighboring ones, causing cross talk between circuits. In fact, the EMI radiation itself may not even be at the fundamental of the actual frequency that is running through the trace, but may be at one of its many harmonics. These harmonics are more easily radiated because of their shorter wavelength. Indeed, as the length of the trace gets closer to one-eighth the wavelength of the signal of interest, then *transmission line effects* must be considered to preserve signal integrity, such as confirming proper line impedances, using shorter line lengths, and employing proper terminations. (Transmission line effects in general infer that after a trace becomes longer than one-eighth the wavelength, the signal’s response to the trace must be considered.) And as the frequency of operation increases, reflections will become more of a problem on a simple trace, causing extreme signal degradation of the original digital waveform.

Just as in analog RF design, 50 ohms is accepted as the characteristic impedance of transmission lines and terminations of most high-speed digital designs, as inordinate $\Delta I/\Delta T$ cross talk and EMI (and increased power consumption) are created with reduced impedance values.

For increased EMI suppression in digital circuits within wireless systems, these considerations must be kept in mind during high-speed design and layout:

1. Keep traces away from the board edge. This can decrease PCB edge emissions by up to 20 dB.
2. Traces should be routed at 90 degree angles to the next layer to lessen cross talk.
3. Most modern boards have extremely high component and trace density, so the coupling of EM energy (cross talk) from one trace to another is a large concern. This can be partially mitigated by slowing pulse rise times, increasing the distance between traces, and utilizing shorter traces.
4. Heavy decoupling in the high $\Delta I/\Delta T$ atmosphere of digital logic should always be employed to prevent noise and signals running into undesired areas.
5. Splitting a common analog/digital ground plane into two partitions prevents, or at least reduces, undesirable EMI signals in one section from interacting with the other.
10.3 Wireless Board Design

10.3.1 Introduction

In the world of microwaves and RF—unlike most other disciplines of electronics—the PCB’s layout, construction, and materials are almost as important as the circuit design itself. In fact, a perfect wireless design of even the most basic oscillator or filter can be ruined by improper board layout.

10.3.2 Board materials

At microwave frequencies insertion losses become a concern in choosing a PCB board material. A majority of these losses comprise both conductor and dielectric losses. When dielectric materials with low loss tangent (also called dissipation factor, tan delta, and TAND) are used at lower frequencies (under 2 GHz), the losses in the copper conductors can overwhelm any losses in the board material itself. At higher frequencies, however, this may not be the case: A board material with a dielectric constant (also called $E_r$, $K'$, and relative permittivity) of 3.5 will slowly begin to display an almost equal loss in the dielectric and in the conductor as 20 GHz is reached. Higher-dielectric-constant materials will also increase the loss in the dielectric, and an increase in the conductor loss slightly more, over that of lower dielectric constant materials. Thus, it can be demonstrated that both the dielectric and the conductor losses (overall insertion losses) increase with increased loss tangent and dielectric constant—especially at higher frequencies. In general, it is recommended that a maximum $E_r$ of 10 must be chosen for up to about 4 to 5 GHz, an $E_r$ of 6 for up to 6 to 7 GHz, an $E_r$ of 4 up to 13 to 14 GHz, and an $E_r$ of 3 up to 30 GHz. These values will be maximum recommended dielectric constants in order to minimize insertion losses. However, dielectric constants of smaller values can be employed to control the size of the distributed circuit elements.

At microwave frequencies, high-dielectric-constant materials can force the microstrip circuit topologies to become too small to be realized, both economically and physically. Increasing the substrate’s thickness, to a certain extent, will ameliorate some of this effect, but at the cost of possibly confronting different undesired modes of signal propagation, along with increased board via inductance. Nonetheless, thinner substrates will increase insertion losses, while increased thickness will decrease these losses. (Major compromises in RF must always be considered in every design.)

Since the ubiquitous FR-4 circuit board material, which is made up of epoxy resin/glass laminates, exhibits excessive loss and dielectric constant variations at approximately 1.5 GHz and above, other board materials must be chosen for operation in excess of this frequency. FR-4 has a loss tangent of 0.008 at VHF, and approximately 0.02 at higher frequencies, making the loss tangent too high for most microwave work. The majority of the higher-frequency board materials are not only far more expensive than FR-4 type materials, but are also disturbingly soft structures, and may bend quite easily; an example is Teflon™
(called Duroid). Still, these softer board materials can be backed by a thick metal ground plane, called a carrier, that adds the required rigidity. The carrier is typically aluminum plate, and can be up to a quarter of an inch thick.

All of these microwave circuit board materials can be chosen to exhibit different dielectric constants (2 to 11), loss tangents, temperature effects, and dielectric and dimensional tolerances. Unfortunately, most demand special processing to fabricate a complete printed circuit, so companies that process FR-4 may be unable to work with the more specialized materials. These processing steps will also increase the price of making the printed circuits and vias on the microwave PCB substrate. Nonetheless, a relatively new board material from Rogers Corporation (the largest creator of high-frequency PCB substrates in the world) gives any board house the ability to manufacture a complete microwave PCB. This rigid, high-frequency laminate material is the Rogers RO-4000 series. While the cost of processing a layout with this substrate is comparable in cost to FR-4, the board material itself is, of course, slightly more costly, so FR-4 should be used whenever possible for large production runs. Operation of the RO-4000 material is viable up to 20 GHz, with good dielectric constant variations over temperature, as well as very even thickness tolerances across the PC board.

Rogers Corporation conducted a test (utilizing Agilent’s microwave simulation software EEsoph) to demonstrate the interactions that can occur when the dielectric constant, loss tangent, or dielectric thickness of a PCB is varied (while the other two properties are left unchanged). This is an important example of how board material can affect the outcome of a design, sometimes quite drastically. Figure 10.1 displays a distributed edge-coupled bandpass filter centered at 1 GHz with a bandwidth of 10 percent, exploiting a 50-mil Duroid material. Figure 10.2 is a frequency domain graph showing all substrate parameters nominal for this bandpass filter. Figure 10.3 shows what occurs to the filter’s center frequency and passband when the dielectric constant is varied both upward and downward. A slight increase in $E_r$ shifts the passband lower in frequency, while a slight decrease in $E_r$ shifts the passband higher. Variations in the $E_r$ of the board material will affect the passband frequency of a filter because any change in $E_r$ changes the electrical length of each of its elements by altering the velocity of propagation through the dielectric.

Both manufacturing and temperature variations will influence the dielectric constant, necessitating a board material with a tight initial $E_r$ tolerance and a

![Figure 10.1 Sixth-order edge-coupled distributed BP filter.](image-url)
low temperature coefficient of dielectric constant (TCK). Figure 10.4 reveals the increased signal attenuation as the loss tangent is increased, causing a slightly lower filter output than expected. (Most quality microwave board materials will have low loss tangents, so perhaps a more adverse effect on a signal at microwave frequencies can be an improperly cleaned PCB, or a solder mask that is placed over the entire PCB board.) Figure 10.5 demonstrates that thickness deviations can change the bandwidth of the filter: Thicker than expected substrates will increase the bandwidth, while a thinner substrate will decrease the bandwidth.

Lumped filters will show little noticeable effect with almost any modern substrate material, while distributed filters are very sensitive to dielectric constant, loss tangent, and thickness variations of the PCB’s substrate.

10.3.3 Board layout

Both high-frequency analog and digital board layouts must be approached with caution in order to obtain proper circuit operation. The following are the most important suggestions and precautions.
High-frequency analog board design. The lengths of all component leads must be minimized to decrease losses and abnormal circuit operation caused by the added lead inductance. Transmission lines, usually microstrip, must be employed to maintain 50-ohm constant impedances, thus decreasing mismatch losses and reflections caused by impedance discontinuities. Some lower-frequency circuits can exploit simple traces of unknown impedances, but these would still have to be kept very short so that transmission line effects did not disturb circuit operation (even a short 1-cm-long wire can have an inductance of approximately 10 nH, or 63 ohms at 1 GHz, forming an almost pure inductor). All bends in microstrip traces should be mitered or rounded to prevent radiation into adjoining circuits. Microstrip into or out of an active device that has narrow leads should be tapered for a decreased impedance bump (Fig. 10.6). All ground returns from all discrete active and passive devices, as well as ICs, must be sent to the board's ground plane by the shortest route possible, normally through a via. This is to lower the return path's inductance to ground (Fig. 10.7), and is especially important for proper stability and gain of a discrete transistor in its emitter return circuit. The entire board layout should also be as physically condensed as possible to minimize losses and radiation (EMI), but not so much as to increase undesired coupling. The decoupling components for

Figure 10.4 Increase in insertion loss of distributed filter as loss tangent is increased.

Figure 10.5 Variations in the bandwidth of a distributed filter as the board thickness is varied.
the power supply (PS) should have a low capacitive reactance to ground—and a high inductive reactance—at all frequencies for all devices being supplied (Fig. 10.8). This is to block any signals from entering, and contaminating, the power supply. The decoupling function is accomplished by capacitors (and/or inductors) that are optimized for different frequencies; such as electrolytics for low frequencies and ceramics or porcelain for the much higher frequencies. Since vias, as stated, will have a certain inductance, just as any conductor will, this value can be calculated by:

\[
L = 5.08h \left[ \ln \left( \frac{4h}{d} \right) + 1 \right]
\]

where
- \( L \) = inductance of the via, nH
- \( h \) = length of the via, inches
- \( d \) = diameter of the via, inches
Figure 10.8  (a) Proper decoupling for a MMIC; (b) proper DC bias RF capacitor decoupling for a transistor.
This formula infers that varying the diameter of a via will not do much to change the via’s inductance, while altering its length has a profound effect, which is why all vias (and conductors in general) to ground must be kept short, or the inductive reactance can become significant at higher frequencies.

The printed copper board’s traces will have a certain amount of resistance, and this resistance can adversely affect a circuit’s operation. Since a trace has this resistance, it will mean that any two points along a trace will not have the same voltage, which can cause problems as to what the actual ground reference level is (it should be zero volts). At RF, this resistance is further increased by the skin effect.

Vias should be placed at regular intervals of a quarter-wavelength or less through the top ground plane down to the true bottom ground plane in any RF circuit, as the only real ground plane of a two-sided board (one substrate, one upper and one lower copper sheet) is considered to be the continuous bottom copper layer.

All components at RF frequencies will have some reactive and resistive parasitic effects, so only resistors, inductors, and capacitors that are rated at the frequency of operation—or above—should be used in an RF circuit. Depending on the application (coupling, decoupling, filtering, matching, etc.), running into a component’s series or parallel resonance unexpectedly can destroy proper functioning of the wireless circuit.

Mutual inductance (coupling) of traces, components, and wires must be accounted for in any design. This undesired coupling of energy can be alleviated by:

1. Keeping traces that are carrying RF currents separated by distance
2. Employing shields
3. Reducing the area of the current-carrying loops
4. Using right angles between traces

A concept similar to tapering the microstrip into an active component to lessen the impedance bump is shown in Fig. 10.9. To decrease impedance variations and lower VSWR when a RF signal encounters a passive component, such as a coupling capacitor, the component should ideally be of the same width as the microstrip and the solder fillet itself should be smooth so as not to disturb the signal flow.

As the return currents of a microstrip ground plane are flowing directly under the microstrip that is carrying the signal currents (Fig. 10.10), the ground plane must never be broken, or an unexpected impedance discontinuity will result within the microstrip.

Always terminate all microstrip transmission lines with their characteristic impedance to avoid unpredictable reactive effects.

**High-speed digital design.** A digital signal’s rise and fall time, and not its frequency, govern the signal’s speed as it relates to PCB design. The traces for a
A high-speed digital circuit on a wireless board should run only near the PCB’s digital ground plane to minimize the current loop area, and thus decrease loop emissions and stray electromagnetic pickup. Tracks should be properly terminated into 50 ohms to minimize reflections, and if these traces are over 2 inches per nanosecond long, then 50-ohm microstrip should be adopted (the maximum track length, in millimeters, should not be more than 46 times the fastest rise or fall time, in nanoseconds, to avoid transmission line effects). If the proper tracks are not employed, or the correct terminations are not used, then ringing and stair stepping of the digital waveform will be created, as well as antenna-like effects (causing EMI). Even when utilizing microstrip, minimize vias along the microstrip to avoid adding capacitance, which lowers the track’s impedance, causing delays, a higher VSWR, and reflections. Any stub (a short length of copper trace) situated off the main signal track, and which terminates into any high impedance, should be avoided, as this forms an open stub. The open stub would act as an undesired bandstop filter at a certain frequency of $\frac{\lambda}{4} \times V_p$ (see Sec. 6.2, “Distributed Filters”).
Minimize high-impedance nodes, since these areas will add noise caused by induced currents created by EMI propagation, as well as ground loops, which create noise and EMI through induction. Adding extra ground planes between signal tracks of a multilayer board will shield other tracks from electromagnetic coupling, thus reducing cross talk, and permit increased AC coupling to the ground reference plane. It is always wise to check all traces on a PCB design for cross talk at the early layout phase. This can be accomplished by employing field solver or cross talk software. Openings made for connectors, LEDs, switches, and thermal vents within metal enclosures or ground planes can act as slot antennas, especially if the opening is greater than one-tenth wavelength, radiating the fundamental and/or its harmonics.

Keep the power supply separated from the digital and analog sections by shielding and decoupling. Shield the synthesizer and the VCO to prevent EMI from entering the oscillator circuit, causing spurs in their output. The use of power planes, which are separate copper layers on a multilayer board that are each attached to the hot end of the power supply, at RF frequencies can cause them to become patch-like antennas, sending spurious signals around the immediate PCB area. Utilizing simple traces for supplying the DC, with adequate decoupling, is all that is recommended for dealing with most high-frequency designs.

Attempt to physically separate high-speed digital circuits from the analog circuits, or allow the digital circuits to function only when the analog circuitry is not being affected adversely, with the RF traces located as far from the digital traces as possible. Modern high clock speeds mean that the propagation velocity is longer than the clock cycle, so propagation delay becomes a large consideration. If this is taken into account, then the digital clock pulses can arrive properly at multiple chips and pins with equal delay.

10.3.4 Board design issues

Even if an MMIC or discrete amplifier is designed to be unconditionally stable, poor PCB layout can cause stability problems. Subband oscillations (below the amplifier’s bandwidth), out-of-band oscillations (above the amplifier’s bandwidth), and in-band oscillations may all occur unless:

1. The amplifier is connected directly to ground.
2. The PCB board itself must be connected at one-eighth wavelength points to the system ground (and preferably closer).
3. Vias must be placed from the PC board’s top ground plane to the bottom ground plane to lessen the reactance between these two planes.
4. $V_{cc}$ must be properly decoupled by using both low- and high-value capacitors for both high and low frequencies.
5. All amplifier stages with high gain should be shielded to prevent them from bursting into oscillation.
6. An even number of stages in an amplifier strip should be avoided, since this can cause in-phase feedback to the chain’s input—either through circuit trace interaction or conductive dirt contamination.

7. Circuit input and output traces should be kept separated from each other to avoid bypassing the circuit itself or creating feedback.

8. Employ only components made for RF service, as the parasitics and low $Q$ that most affect wireless circuit design are due to real-world component inadequacies of inductors and, to a more limited extent, capacitors and resistors. These problems involve:
   a. The capacitance from turn-to-turn in an inductor—an effect lessened by smaller diameter coil turns
   b. The inductance inherent in all leads (a $\frac{1}{4}$-inch lead of a through-hole capacitor can reach 10 nH, while even leadless capacitors can still have inductances of 1 nH) can be somewhat alleviated by running capacitors in parallel
   c. The capacitance to ground natural to all components—lessen by employing smaller components
   d. The mutual coupling of inductors—decrease by not running inductors in parallel, only at right angles
   e. Limited inductor $Q$—helped by using only a manufacturer’s specific “high-$Q$” coils, by winding your own coils in which the length is equal to the diameter, or by utilizing a distributed inductor

Surface mount components are all that should be considered at frequencies above a few 100 MHz. Nonetheless, not all SMDs are created equal when it comes to high-frequency operation. The only resistors, inductors, and capacitors that should be adopted for microwave operation are those that have been specified by the manufacturer to dependably operate above the design frequency—without hitting any series or parallel resonances (except in certain coupling or bypass applications). Since many resistors are not specified for their maximum frequency of operation, they must sometimes be selected only on the basis of the type of high-frequency resistor design employed; usually thin- and thick-film types can be depended on to reach to very high frequencies. Still, as discussed in a previous chapter, as a resistor’s resistance values are increased, its ability to operate at microwave frequencies is decreased (Fig. 10.11). In fact, for sensitive or very high frequency circuit operation, candidate RF resistors should be tested for any resonances, as well as a lack of major resistance changes versus frequency, to at least 20 percent above the desired frequency of operation.

As stated, all active and passive components that are subjected to RF must be able to properly operate at the desired frequency, but components that are out of the RF path may be low-cost, low-frequency parts. This will become especially meaningful in DC bias circuits (Fig. 10.8b) where the RF choke (RFC) must stop most of the RF from entering the bias supply, with any that gets through being bypassed by the high-frequency capacitor, $C_{B1}$, to ground,
while $C_{B2}$ and $C_{B3}$ need not, and indeed cannot (because of their high inductance), operate at microwave frequencies. However, all other components beside $C_{B2}$ and $C_{B3}$, such as $C_C$, $R_B$, and RFC, must be capable of operating effectively up to the highest RF of the circuit design.

The place called ground on a PCB layout is merely the reference point for a circuit, the common point for all the circuit's voltages. It is the area that is supposed to be at 0 V. But, as mentioned previously, most grounding points are, in actuality, only close to 0 V. This is because any conductor will have a certain amount of resistance, no matter how small. As current flows through the ground conductor with its internal resistance, a voltage is formed across it, and the conductor is now no longer at 0 V. Large circulating currents cause the ground to significantly vary from the perfect 0 V, even at very small resistance values. These unavoidable Ohm's law effects of $V = IR$ are, fortunately, minor in a well-laid-out board. But, with a sensitive circuit, having a ground above 0 V—even a little above—may cause oscillations, as well as a myriad of bizarre circuit problems. This can be ameliorated by maintaining the current in a ground return to a small value by forcing each separate circuit to have its own return line, instead of sharing, which will lower the voltage dropped by each circuit's return. We can also lower the resistance of the return by widening the trace width. However, with currents that vary in a high-frequency AC manner, the impedance of the trace can actually have a far larger effect than its DC resistance. This is why high-frequency circuits will always have an extremely direct return to the board's ground plane.

Even on signal traces that employ microstrip, losses are a fact of life. Depending on the PCB substrate in use, and the frequency of operation, losses of between 0.1 to 1 dB (or more) per inch can be caused by dielectric constant variations, dielectric heating, copper losses, and undesired radiation. In many applications this may not be of much concern, but where every dB matters, such as in the front end of a low-noise receiver, we would want to go to a board material with less loss at our frequency of interest.
To connect the radio’s internal PCB board to the outside world, an SMA, N, or BNC RF connector is normally adopted. The actual connector chosen will depend on the frequency of operation and the cost, and can be directly connected to the board’s 50-ohm microstrip line in one of two ways. The connector can either be launched directly off the edge of the board (Fig. 10.12), or at a 90 degree angle through the ground plane and substrate (Fig. 10.13).

SAW filters in wireless design are becoming much more common than in the past, so some considerations for the board’s layout must be accommodated. Because of the SAW filter’s large insertion losses, high isolation between its input and output must be maintained on the circuit board, since a signal must not be permitted to bypass the SAW. The isolation required is calculated by

![Figure 10.12](image1)

**Figure 10.12** SMD connector edge-board-mounted.

![Figure 10.13](image2)

**Figure 10.13** SMD connector board-mounted on top of ground plane.
adding the ultimate rejection of the SAW with the SAW’s insertion loss. For example, if a SAW has an insertion loss of 20 dB, and its ultimate attenuation is 50 dBC, then the PC board will be required to supply a minimum of 70 dB of isolation to maintain the SAW’s expected performance. This can be accomplished by isolating the SAW filter’s input and output ports from each other by a plated-through slot, in which a piece of metal is placed through the board’s dielectric to its ground between the SAW’s ports. The plated-through slot will decrease the RF leakage through the substrate material of the PCB. Other methods that can be used in conjunction are:

Placing a metal shield around the SAW, which separates its input/output ports above the PCB
Assuring that the SAW’s case has multiple direct connections to the ground plane
Positioning the input/output port’s matching inductors at right angles to each other
Using shielded inductors

10.4 Software Radio

10.4.1 Introduction

Because of advances in high-speed analog-to-digital converters (ADCs), integrated mixers, and digital signal processors (DSPs), digital radio—at least up to the first IF stage—has become a reality for some high-end communications systems. However, for the foreseeable future, complete software radios will be a design curiosity that will be adopted in a few expensive, and relatively low-frequency, radios. It will take time to perfect this technology to be viable in the lower-cost, higher-frequency radio area.

10.4.2 Software radio designs

The dream of a radio that can economically change from one type of wireless device to another, from one modulation and band to another, and from one bandwidth and frequency to another by simply re-programming is the promise of software radio. A complete software radio has yet to be designed for the mass market—but the digital back end is beginning to reach closer and closer to the RF front end of the receiver.

There are basically three types of software radios: software-defined radio, which changes a restricted number of distinct hardware functions by software (this is already a reality in some dual-mode handset radios and base stations); software radio, in which some of the analog circuitry is replaced by software, while the rest of the analog circuits are reconfigurable by software (this is expected to become more common by the year 2004); and ideal software radio, in which a limited amount of front-end analog circuitry is fixed and untunable,
with the software completely controlling and changing the functions of the radio (expected in about 2006).

As software-defined radio (SDR) exists today, albeit in a limited manner, we will concentrate on this technology. A majority of SDRs consist of a transmitter with an analog filter, SSPA, frequency conversion stage, and the digital stages (Fig. 10.14). The receiver is constructed of an analog filter, LNA, frequency conversion stage, and digital IF and baseband functions incorporating signal processing hardware algorithms (Fig. 10.15). SDR architectures must be low-cost, small, and easily configurable to different bands, protocols, bandwidths, and modulation schemes in order to become pervasive.

There are two different kinds of software-defined radios.

**Heterodyne SDR.** As shown in Fig. 10.15, the antenna receives the RF signal, which is then filtered, amplified, and converted to the IF by these analog stages. A very fast ADC then converts the analog IF into a digital signal, where the receive signal processor (RSP) filters and tunes the signal to the required channel as required to provide baseband I and Q outputs to the DSP (digital signal processor). This allows various channels, frequencies, and standards to be placed within one radio. In fact, the RSP is where the SDR has its tuning and selectivity, data rate, channel bandwidth, and even channel-shaping abil-

---

**Figure 10.14** A software-defined radio transmitter.

**Figure 10.15** A software-defined radio receiver.
ities, and actually supplants the LO, channel select filter, quadrature mixer, and data decimation filter. The RSP is basically a special-purpose DSP, and must be capable of the same speed as the A/D converter. The output of the RSP is then sent to the DSP, which demodulates the baseband signal. The DSP, depending on its programming, can demodulate both digital and analog signals, and can thus receive either/or FM, AM, QPSK, CDMA, etc.

A fast and quiet ADC makes software radio possible. The A/D converter must have a high SNR rating, which embodies both quantization and thermal noise, as well as the A/D sample clock's wideband phase noise. High dynamic range is also a must in order to decrease spurious responses, since in a multi-carrier radio the spurious responses of one channel can interfere with the weaker signal of another channel.

The transmitter of a heterodyne SDR, as shown in Fig. 10.14, functions so: The DSP places digital data to be modulated into the transmit signal processor (TSP). The TSP then modulates the carrier with this information. The digital modulated signal is transformed to analog by the D/A converter, sent into the analog stages and frequency up-converted to RF by the mixer/LO, amplified by the power amplifier (SSPA), filtered, and sent out of the antenna.

**DC SDR.** Another SDR architecture is the direct conversion (DC) design. This technique reduces much of the heterodyne system's disadvantages, such as a fixed front-end filter to set the heterodyne radio's frequency and bandwidth, and converts the RF directly into a zero IF with no image frequency. Since front-end RF filters that are not only center frequency tunable, but also maintain their return loss and have a tunable bandwidth, are extremely difficult to design and mass-produce, each wireless standard that the heterodyne SDR would be required to emulate would need, at a minimum, an expensive and large switchable filter bank, along with a fine-tunable LO. The DC SDR removes this problem and lowers system costs.

10.5 Hybrid Circuits

10.5.1 Introduction

Hybrid design and construction predates today's monolithic ICs, but hybrids have most assuredly not been completely supplanted by them in all electronic products and applications. But, hybrids are used only when ICs or common surface mount discrete printed circuit board designs are inferior and weight, space, cost, and performance are vital for specialized or high-reliability situations. Hybrid circuits can also be an excellent choice for low-volume production runs when custom monolithic ICs would have too high an initial design and cost.

RF hybrids will appear to an observer as simply a large IC, or as a small populated PCB if the hybrid is left unpackaged. In most consumer applications, the completed hybrid circuit will be placed in a special plastic package, and silicone or resin is then poured over it, or the circuit itself can be dipped
into a liquid plastic and laid out to dry. Both of these techniques, and more, are used to protect the circuit and to displace excess heat from the hybrid assembly.

A completed hybrid will take advantage of different circuit construction techniques, such as thin- and thick-film resistors (which can be printed and trimmed directly on the hybrid’s substrate), SMD IC chips, SMD capacitors, flip-chips, trace coils, and microstrip transmission lines. In fact, hybrid manufacture is basically a method of constructing a circuit on a specialized PCB by employing any desired electronics technology that is available so that we may decrease both the size and the cost of a circuit, while increasing reliability and performance.

Most of the actual ICs placed on a hybrid board are in their unpackaged form, even though many hybrids can and do use packaged SMD ICs. But the ability to exploit ICs in their bare die form means that the size and cost of the entire hybrid circuit can be significantly improved. The bare die is first attached to the hybrid PCB with an epoxy that is optimized for thermal conductivity and/or electrical conductivity, or the epoxy may insulate the bare chip both thermally and electrically from the PCB, depending on the application. The chip’s bond wires are attached to the hybrid PCB’s metallization layer by a wire-bonding process. This process will rely on the type of bonding wire used out of the bare die. Gold wires require thermosonic bonding, while aluminum wire will need an ultrasonic procedure. Both methods demand a special machine that utilizes a chiseled point that contacts the wire, pressing it against the board’s surface metallization while vibrating at ultrasonic frequencies. Thermosonic bonding for gold wires, as its name implies, also adds heat to this process.

A superior bare die attachment technique does not use wire bonding at all and obtains much decreased inductive effects. Instead, small solder balls are attached to the IC’s connection points. The chip, now called a flip-chip, is affixed to the board by turning the IC chip over so that its solder balls are in contact with the pads of the board’s metallization layer. The entire assembly is then heated, causing the flip-chip to be permanently melded to the PCB, both mechanically and electrically. There are other methods of attaching a bare die to a PCB, such as tape automatic bonding and adhesive-bonded microbumps. For more detailed information on these processes, consult Hybrid Microelectronics Handbook by Sergent and Harper.

All of the other SMT components, such as the transistors, packaged RFICs, capacitors, resistors, and inductors, can be attached to the substrate’s metallization layer by the reflow soldering process, which employs a solder paste that is “printed” onto the PCB and heated, causing the solder to reflow, electrically and mechanically connecting the components to the board.

10.5.2 Board and conductor materials

The composition of the substrate and conductor materials are an important consideration in any high frequency PCB design, and hybrids are no different.
Metallization is the conductive layer of the interconnecting traces and pads placed onto the substrate. It can be made of copper, gold, or silver deposited on the substrate board material. The entire PCB itself can be called a metallized substrate in these hybrid applications. The board material is usually a type of ceramic, such as alumina, aluminum nitride, or beryllia. These ceramics are extremely rigid and are quite temperature stable, besides having a very high-strength characteristic, attributes that make ceramics perfect as a substrate material for hybrid applications. Alumina (aluminum oxide) is by far the lowest in cost and most popular. It is a high-frequency (up to 25 GHz), very hard substrate material that does not require a carrier (heavy metal stiffening plate), and has a very high dielectric constant of around 9.8 (for small circuit layout sizes). This material is used in applications that require rigidity, strength, and temperature stability, along with decent thermal conductivity. The next substrate, aluminum nitride, is found only in specialized hybrid applications that require better thermal conductivity, but at a substantially increased cost, over alumina. Beryllia (beryllium oxide), which is even higher in cost than aluminum nitride, is seen in applications where low dielectric constants are needed (around 6), as well as improved thermal conductivity. However, Beryllia dust particles are toxic, and must not be inhaled when this dangerous substrate material is machined.

10.6 Direct-Conversion Receivers

10.6.1 Introduction

Direct-conversion receivers (DCRs, also called zero-IF receivers; Fig. 10.16) have seen only limited use because of implementation complexities. A DCR is

![Figure 10.16](image_url) A direct conversion receiver block diagram.
a receiver with an “IF” after the first mixer stage, that is fixed at or near zero frequency. The RF input signal has been mixed down immediately to baseband, with the middle of the desired band translated to this zero frequency. DCRs have a much lower parts count, and are thus cheaper to build, than the competing superheterodyne designs. DCRs do not require an image filter or high-frequency IF filters and amplifiers since no image frequency is seen by the DC receiver, and it has no IF. However, DCRs have multiple problems that make a discrete DCR almost impossible, while even RFIC designs are rife with difficulties. Nonetheless, many of the DCR’s limitations can, and have been, addressed relatively successfully within the domain of some of the newer RFICs, especially by companies such as Analog Devices and Maxim.

10.6.2 Direct-conversion issues

Most design choices have tradeoffs, and a DCR is no different. Superheterodyne receivers will have more selectivity and sensitivity than an equivalent direct-conversion receiver, with most DC receivers barely able to function up to 900 MHz while attaining only \(-95\) dBm sensitivity \((-105\) dBm is a requirement in many systems). And selectivity naturally suffers in most RFIC designs because of the adoption of active low-pass filtering at baseband, so DCRs have less interference rejection than superheterodynes. Many zero-IF receiver RFICs, as well, have the following problems:

1. An incidental offset voltage is caused by the self-mixing in the direct conversion receiver; the LO leakage actually mixes with the original LO signal, creating a DC voltage that can contaminate the signal of interest, lowering the SNR, and can even saturate the baseband amplifier stages.
2. LO leakage through the RF sections is a large consideration in design, since the LO is very close to the frequency of the incoming RF and can be radiated by the receiver’s antenna, causing in-band interference.
3. Flicker-effect \((1/f)\) noise from the mixer output can be a problem, as the down-converted signal is usually of low amplitude and low frequency (near 0 Hz), decreasing SNR.
4. In very wideband and high frequency DCR receivers, the difficulty of maintaining equal amplitude and phase in both the \(I\) and \(Q\) legs, called \(I\) and \(Q\) mismatch, has been difficult to solve. This will cause an increase in the BER.
5. Any circuit that employs phase shifts of the incoming signal by 90 degrees, as all modern zero-IF receivers must do, undergoes compromises with noise, linearity, and power.
6. Zero-IF receivers permit distortion, caused by strong signals at the mixer, to reduce sensitivity more quickly than with superheterodynes.

Up until quite recently, the above problems have relegated zero-IF receivers to FSK pagers and a few amateur SSB receivers. But companies have attempted to get around many of these difficulties by some ingenious
design techniques. For instance, the above DC offset dilemma can be mitigated by transitioning from a direct conversion, zero-IF architecture to a very low—but not zero—baseband frequency. This allows the operation of AC coupling into the mixer stage, which eliminates the DC offset, while applying an LO that is not at the same frequency as the RF. However, costs rise because of the need for a higher-frequency ADC. (The LO radiation from the antenna can also be attenuated by a high-reverse-isolation LNA.) Many other improvements in DCR design will be forthcoming in the next few years.

Despite the above implementation problems, zero-IF receivers are becoming popular in wireless design simply because they require fewer components than the standard superheterodyne technology, and are therefore much cheaper to build.

10.7 Prototyping

10.7.1 Introduction

The construction of any electronic prototype encompasses many disciplines: engineer, technician, assembler, and mechanic. A properly constructed prototype can sometimes make or break a wireless project, as a prototype that does not function as expected can, frequently, damage the confidence level in an entire wireless design.

10.7.2 Prototyping considerations

When specifying and building a prototype for a wireless project, confirm that all parts and components selected will not be thermally or mechanically stressed; if so, the utilization of a heat sink or a more robust component is indicated. Do not permit components to operate above their maximum voltage, current, or power rating, and allow enough derating to permit long and safe operation. Place the completed circuit or product prototype under thermal, humidity, and vibration stress testing to check for any design or implementation flaws. Do not purchase unknown or suspect parts simply because they are low in cost, and test and specify all parts from unknown manufacturers. In a multiprototype project build only one first, since the redesign or reshuffling of circuits or components may be required after the first unit’s test and measurements are complete. Allot enough time not only to construct the prototype, but also to debug the myriad problems that will surface in any complex project.

Presented are some of the more common issues encountered during prototype design and construction, along with their solutions:

Confirm that all digital and analog power and grounds remain separated in order to reduce hash within the RF sections.

Check that all power supplies are fully decoupled, and that all of the appropriate parts have their proper $V_{cc}$ and ground.
Verify that your parts supplier is dependable, since not all components or RFICs that are in the data books will be truly available—either because they are preliminary or because they have been discontinued.

Establish that every trace on the PCB is correctly routed, not only to make sure it reaches the proper board location, but also to avoid unpleasant coupling effects and EMI.

Validate that all active devices are soldered to the correct terminals (especially diodes) and that all electrolytics are inserted with the proper polarity.

Ascertain that components are of the appropriate value, and that they are correctly and neatly soldered.

All of the above should be performed before turning on the prototype for the first time to avoid an expensive, embarrassing, and time-consuming ending to the infamous “smoke test.”

10.8 Antennas

10.8.1 Introduction

Antennas are designed to efficiently transform alternating current into electromagnetic waves, and to then send these waves out into free space. The electromagnetic waves are then caught by the receiving antenna, where they are converted into an alternating current. The actual design of the antenna depends on the frequency of its operation, output power, directivity, robustness, cost, and space limitations. However, any resonant antenna will function as a series resonant circuit, and when cut to one-quarter (for a vertical monopole) or one-half (for a dipole) wavelength, maximum current will be allowed to flow through its elements (Fig. 10.17). This will give the maximum signal strength possible for that particular antenna design.

If the antenna length stays the same, but the frequency changes, then the antenna’s radiation patterns will vary. These alterations in the radiation pattern will change the antenna’s directional characteristics. Now, instead of omnidirectional antennas radiating in all directions with almost equal signal strength, it will have far more power nulls and power lobes than when run on its fundamental. Nonetheless, this makes harmonic operation at multiples of a transmitter’s fundamental frequency possible with a single antenna, since the antenna’s center-fed feedpoint will remain at the same low input impedance.

![A dipole antenna circuit at resonance.](image)

Figure 10.17  A dipole antenna circuit at resonance.
Just as with any RF circuit, a good impedance match between the transmitter, the feed line, and the antenna is important for the maximum transfer of power. A proper match will also stop the energy generated at the transmitter from being reflected back into its output, which can produce severe transmitter damage and transmission line insulation breakdown. This match between the transmitter, its feed line, and the antenna (Fig. 10.18) will occur when the inductive reactances equal the capacitive reactances and cancel, leaving only the resistances (which must equal each other), allowing maximum power to be radiated from the antenna. This prevents standing waves from being created (see Sec. 1.4, “Transmission Lines”) on a mismatched transmission line, with much of the reflected power then being given up as heat. So, when the antenna is resonant and the impedances all match between the transmitter, feed line, and antenna, maximum alternating current is sent into the antenna and broadcast as an RF signal.

However, on the antenna itself, maximum output power will be possible only if there are maximum standing waves. This will create maximum voltage at the ends of the antenna—and maximum current in the center—as shown in the diagram of the dipole antenna of Fig. 10.19. Since the power of the RF signal radiated from an antenna is also contingent on the RF currents in the antenna, the more current the higher will be the output power. But for the energy to actually break free of the antenna and radiate far into space, the frequency must reach a point where the field lines (created by the RF currents) cannot fall back into the antenna’s elements before the RF currents change polarity. The minimum frequency at which this can occur is approximately 30 kHz.
As the electromagnetic energy travels through space after leaving the transmitting antenna, it will eventually cut the elements of a receiving antenna. This will induce a tiny voltage, which must then be heavily amplified and filtered by the receiver to obtain the desired demodulated signal information at the required amplitude and SNR.

The following is some common antenna terminology:

**Beamwidth**—The number of degrees, in the horizontal, of the main beam at its 3-dB-down points. Intimately linked with antenna gain, and measured in degrees.

**Directivity**—The power in the main beam of an antenna compared to an isotropic. Measured as a ratio.

**G/T ratio**—A figure of merit for microwave satellite receivers, \( G \) being the gain of the receiver’s antenna and \( T \) being the system’s noise temperature, or the ratio of ground (noise) temperature to antenna gain. Minimizing sidelobes maximizes this \( G/T \) ratio.

**Gain**—The gain supplied by an antenna over that of a (typically) isotropic antenna, and is measured in dBi. High gain, high directivity, and large electrical size (to wavelength) are interdependent. It is impossible to have a high-gain omnidirectional antenna, or a high-gain antenna that is electrically small. As the gain of an antenna is increased, the beamwidth must decrease; a general rule is that doubling the antenna’s physical elements will double the antenna’s gain, and halve its beamwidth. (However, losses within the antenna and feed network will soon reach a point where adding more elements to an antenna increases gain very little.)

**Isotropic**—A theoretical omnidirectional antenna that radiates equally well in all directions. Used as a reference to compare a real antenna’s true gain specifications.

**Main beam**—The dominant lobe of a directional antenna where the majority of the output power radiates.

**Polarization**—Polarization is the orientation of the electric field of the electromagnetic wave as it travels through space. When an antenna’s elements are parallel with the ground, it is referred to as a *horizontally* polarized antenna. Such an antenna can receive an electromagnetic wave only from a *vertically* polarized source through the small shift in polarization that takes place over distance. Indeed, if it were not for this slight EM wave change, a perfect horizontal antenna would not be able to induce a voltage into a perfect vertical antenna, and vice versa.

**Sidelobes**—Antennas will unfortunately emit electromagnetic radiation at other directions than that in the main lobe. These are normally wasted and undesired emission areas, and are referred to as the sidelobes of an antenna. In fact, high-powered outputs from the antenna may contain dangerous levels of EM radiation within these sidelobes. Minimizing sidelobes will increase
antenna performance because smaller lobes collect less temperature, and thus less noise, from the earth.

10.8.2 Common antenna types

A very popular antenna for 900 MHz and below for omnidirectional applications is the vertical antenna, ordinarily a quarter-wavelength long, with earth or some other ground surface supplying the required additional quarter-wavelength through ground reflection (Fig. 10.20).

The other basic type is the horizontal antenna, which is normally employed when increased directional characteristics are required. However, almost any antenna can be oriented either horizontally or vertically, depending on size, frequency, and radiation pattern constraints. The most popular horizontal antenna is the bidirectional half-wave dipole, with the radiation pattern of Fig. 10.21a. Another common horizontal antenna is the highly directional parasitic multielement Yagi antenna, with a radiation pattern as shown in Fig. 10.21b. The Yagi structure is displayed in Fig. 10.22. The parasitic element of this antenna refers to the director and/or reflector elements that are not driven by a physically attached feed line, but instead have the RF voltage induced into them by the single driven element. This driven element is a simple dipole fed by the transmission line from the RF transmitter (or receiver). Some of the electromagnetic energy radiated by the driven element will cut the one or more successively longer reflector elements, which bounce the signal back to the dipole in phase, now adding to the driven element’s own radiation. For an additional increase in antenna

![Figure 10.20](https://www.digitalengineeringlibrary.com/wirelessissues/a-quarter-wave-vertical-antenna-showing-earth-supplying-the-other-required-quarter-wavelength.)
gain and directionality, we can add one or more progressively shorter directors in front of the dipole element.

Microwave antenna structures can be quite different from their low-frequency cousins. There are three prevalent types for the mid- to high-microwave-frequency range: the patch, dish, and helical antenna.

The patch antenna is very flat and simple to manufacture, and low in cost. However, they have low gain, a narrow bandwidth, and high surface wave losses. Nonetheless, they are a natural for many microwave applications, and are constructed of microstrip placed on a substrate above a ground plane.

The dish antenna (Fig. 10.23) uses a spherical or parabolic focusing surface constructed of solid sheet metal or wire mesh and, located at the antenna’s focal point, an integral horn antenna. The horn antenna is fed by a waveguide for transmitting or receiving a signal, and is simply a flared-out section of the waveguide. The horn functions as an impedance match between the waveguide and the surrounding space. Gain of the dish antenna is contingent on

Figure 10.21 The radiation patterns of (a) a dipole antenna and (b) a Yagi antenna.

Figure 10.22 The Yagi antenna.
the actual size of the dish, with its diameter being about 10 times its wavelength of interest for high gain, low loss, and extreme directivity.

Figure 10.24 displays the helical antenna, which is constructed of a nonconducting center strut helically wrapped with wire or tubing. This type of antenna is circularly polarized, so the opposing antenna of the system must be wound with the same sense, or little or no reception is possible. While the helical is a simple and low-cost antenna to design and build, its gain and beam width do not compare favorably to those of the dish antenna.

10.8.3 Antenna issues

Antennas are an important consideration in optimizing wireless system performance, especially in a multipoint, sectorized environment, where one type may act as a sectorized unidirectional antenna, with a different frequency or polarization allotted for each adjacent sector. The following are some considerations in such multipoint applications:

Horizontal beamwidth should be chosen to reduce overlap into adjacent sectors in order to increase BER performance.

Front-to-back ratio and sidelobe suppression must be maximized to reduce cochannel interference, and thus improve the BER (antennas are available with a front-to-back ratio of up to 40 dB, but this figure can be degraded by 10 dB or more by multipath effects).

VSWR, if at or below 2:1, will not normally be a large concern, since the resulting system loss will be only 0.5 dB or less.
Special null-fill antennas are designed to abate the transmitted signal’s nulls that naturally exist within a coverage area. This is accomplished by the selective tweaking of certain antenna parameters. However, wideband antennas for high-bit-rate applications are less successful at obtaining true null-fill performance.

There is a 2.15-dB difference in gain between an antenna that is rated in dB instead of dBi. As mentioned, the dBi rating is comparing the increase in gain over the antenna under consideration to that of an isotropic source, while the dB rating is a comparison to the gain of a dipole antenna, with its superior gain of 2.15 dB. In other words, a dipole starts out with an initial gain of 2.15 dBi. Thus, an antenna manufacturer that states that its product’s gain is 6 dB could also state a gain of 8.15 dBi.

10.9 RF Connectors

10.9.1 Introduction

An RF connector is a part that is adopted to obtain a permanent or temporary connection for the transferring of RF energy from one circuit or cable to the next, preferably at a constant impedance.

All connectors will have a finite lifetime. Indeed, some high-frequency, high-precision units must be discarded after as little as 100 connects/disconnects. This limitation is due to wear between the two mating surfaces causing a change in the connector’s geometry, thus increasing the insertion loss and decreasing the return loss.

Any connector that must function reliably out of doors in the wind, rain, ice, and snow should be specifically made for this type of abuse, and must be properly shielded. If not, corrosion will cause damage, sometimes quite rapidly, decreasing the connector’s rated specifications.
10.9.2 Types of connectors

There have been many connectors invented and manufactured over the years for different frequencies and applications, as well as to improve ease of use and performance. The following connectors are the most common found today for coaxial connections from HF to SHF:

**UHF**—Developed by Amphenol in the 1930s, the UHF connector is utilized in RF applications up to only 300 MHz. This frequency limitation is a result of their undesirable nonconstant impedance characteristics. Also called a PL-259 connector, it is operated in low-cost, undemanding service.

**N**—Developed at Bell Labs, the N connector is the foremost connector for test equipment and antenna interfaces up to 4 GHz. They are 50-ohm threaded units that are capable of operating up to 11 GHz.

**BNC**—Can function up to 3 GHz, but normally found on lower-frequency, lower-cost test equipment, as well as antenna connections. Both 50- and 75-ohm versions are available.

**TNC**—A threaded version of the BNC connector, but designed for high-vibration environments up to 10 GHz.

**SMA**—The dominant 50-ohm microwave connector, capable of operation at up to 20 GHz. They are quite small and have threaded connections.

**SMB**—Nonthreaded, push-on connector operational up to 4 GHz, and available in both 50- and 75-ohm versions.

**APC-7**—A sexless screw-in, very high performance microwave connector qualified up to 18 GHz. Because of their very high cost, they are almost exclusively found only on high-end (Agilent) test equipment.

**3.5MM**—A precision version of the SMA connector, it can function up to 34 GHz. It has an air dielectric for increased performance over that of the SMA type. 3.5MMs will maintain their operational characteristics for thousands of connects/disconnects.

**Wiltron-K**—A sturdy, high-frequency (40-GHz) connector that will also mate with the SMA type if so required.

10.10 Wireless Design Software

10.10.1 Introduction

The computer and specialized simulation software have become invaluable tools in wireless circuit design during the last 20 years. Many software programs are available that can assist the engineer in optimizing a circuit for increased gain, frequency, output power, stability, etc., that would just not be possible without computer simulation capabilities in the shortened time frame permitted in modern industry. This is true not only on the circuit design level, but also in wireless system design.
Computer wireless circuit simulation programs can involve one or more methodologies. The most common is *Spice*, developed at Berkley University some 30 years ago. Spice works quite well at frequencies below 20 MHz (depending on the Spice model, some of which are optimized for much higher frequencies), and permits simulation of linear and nonlinear circuit behavior in the time, frequency, and transient domains. It also allows the modeling of most real-life effects that occur when a transistor or diode is biased to almost any desired value. However, Spice is very slow (a relatively simple circuit may take up to an hour to simulate), high-frequency component models are quite rare, and convergence can be a problem (convergence is the ability for Spice to come up with a correct answer during a simulation run). Spice is still invaluable in the simulation of many circuit designs even when another simulation methodology is used, especially for confirming proper active device bias and viewing the output waveform of a circuit in the time domain.

*Linear simulators*, such as Eagleware's *Genesys* and the included Caltech *Puff*, are the dominant program types employed in the RF and microwave world. These operate with *S-parameter models*, which are the most accurate way of representing a device in the RF and microwave regions (see Sec. 1.5, "S Parameters"). However, *S* parameters of active devices are already biased with a certain $I_C$ and $V_{CE}$ when these models are taken, so a linear simulator's main limitation is that a circuit cannot be biased to any chosen current and voltage level. In fact, the model's input and output parameters will be quite different in a real circuit if the designer later chooses to bias the transistor to any other value. Time domain views are normally not possible (unless a reverse FFT is taken), and the linear simulator's display, using the program's own Bode analyzer tool, will always be in the frequency domain. Nonetheless, linear modeling is very fast, allows rapid circuit tuning and optimization, and is quite accurate, and the models are prevalent.

*Harmonic Balance* (HB) simulation methods are practiced in very expensive, high-end simulators to model both linear and nonlinear circuit effects. Unfortunately, HB component models are not only difficult to obtain, but it may take a very long time to simulate even a simple circuit. Harmonic Balance will also not measure transient effects and is very poor at measuring the IMD products and higher-order harmonics of mixers and saturated amplifiers. If this type of simulator can be afforded ($30,000 and up), it is still an incredible and enlightening look into the functionality of a particular RF circuit design.

A cousin to Harmonic Balance is the *Volterra Series*, which accurately models the slightly nonlinear effects present in all linear circuits. This method is not meant to model grossly nonlinear circuits such as mixers, Class C amplifiers, oscillators, or frequency multipliers.

Three-dimensional planar electromagnetic analysis software employs the *method of moments* or the *method of lines* technique to simulate planar (microstrip, stripline, etc.) microwave structures. This type of simulator is able to display the gain and return loss of distributed microwave filters, transmission lines, waveguides, spiral inductors, planar antennas, and more, as well as
exhibit the actual RF current flow and density running through these structures. The common circuit theory–based algorithms of other simulation programs are typically inadequate to accurately model these types of microwave structures and their stray coupling interactions, box modes, and discontinuities. In fact, the EM simulator supplied free with this book, Sonnet Lite, is the light version of one of the premier EM simulator packages on the market today, Sonnet em® Suite, and is perfect for this type of wireless simulation.

If some type of valid computer simulation is not performed—even after careful design and layout—a lot of rework will normally have to be performed in order to get a microwave or RF circuit to function properly. This is because of the abundance of undesired real-world internal component reactances and resistances, along with the various component tolerances and temperature effects, all conspiring to lower the expected performance of the circuit. And unless an EM simulation is run, complex interactions of electromagnetic coupling and certain stray parasitic reactances will decrease the resonant frequency of a design below what was expected. Eagleware’s Genesys package is one popular program that will simulate the unpredictable effect of lumped components at high frequencies by permitting the designer to build a virtual RF circuit within the computer itself, and then tuning it to function as desired. With the inclusion of Eagleware’s EM module Empower, both circuit theory and electromagnetic effects can be combined to allow the design of a more predictable circuit. However, even with less expensive linear computer simulation packages—such as Caltech’s Puff—the development cycle can be tremendously reduced by viewing how various circuit parameters are affected by component tolerances, temperature variations, internal component reactances, and other annoying contributors to disappointing circuit operation.

10.10.2 RF programs

There are many free and low-cost software programs that will assist the RF designer in producing an electronic circuit—or even a complete wireless system—in one-hundredth the time it would take to design with a hand-held calculator, and will permit the engineer to tweak or change the design until it is optimized. This is just not possible with hand calculation techniques in any reasonable time. All of these programs as presented below run quickly and reliably on everyday PCs, some with as old a CPU as a 486.

The first is the Windows™ version of Agilent’s AppCad. (The older DOS version was indispensable in RF design, but is difficult to get to run on all Pentium™-based Windows systems.) AppCad is a completely free program from Agilent, and is included for your convenience with this book’s CD ROM. AppCad helps the engineer to instantly design bias networks for BJTs, FETs, and MMICs, as well as detector circuits and microstrip and stripline transmission lines. It also has a reflection calculator to compute VSWR, return loss, and mismatch loss for any desired input and output impedance of a circuit, a noise calculator to compute a receiver’s NF, a standard-value calculator for
passive components, a section that displays all of the standard engineering constants (Boltzmann’s, the speed of light, Planck’s, etc.). Even more functionality in this program is expected to be added by Agilent in the near future, and will be obtainable for download from Agilent’s Web site.

Sonnet Lite, by Sonnet Software, which is included in the attached CD ROM, is an advanced electromagnetic simulator that permits a microwave designer to simulate planar (microstrip) circuits and antennas, and displays a graphical output of gain and return loss. It is a very important software tool in all high-frequency microwave design.

RFAMP, by Thomas H. Stanford Engineering, is a noteworthy RF design program available on the Web. This software will automatically calculate a discrete amplifier’s stability, matching network, $S_{21}, S_{11}$, and convert between $S, Y, Z$, and $ABCD$ parameters. It is truly an invaluable program when narrowband, small-signal discrete $S$-parameter amplifier design is performed.

Even a simple program such as Inductor Design Calculator by David E. Powell will speed high-frequency design of air inductors tremendously. It is available on the Web.

PLL Made Easier (Easy-PLL), by National Semiconductor, makes the design of PLLs a much more accurate, speedy, and repeatable process. It is included with this book’s CD ROM, as well as on the National Semiconductor Web site. By placing the desired reference frequency, tuning range, and comparison frequency within the appropriate blocks, this software will actually choose the proper VCO and PLL chip (National PLLs only), as well as design the entire loop filter and give the engineer the PLL’s complete characteristics, such as phase noise and lock time. Easy-PLL will also perform a comprehensive design check to assure PLL stability and proper component values. Another program that is included in this book’s CD ROM is National Semiconductor’s Code Loader. It also assists the engineer in designing phase-locked loops. Code Loader, after we select the desired National PLL chip—along with other basic parameters—permits the design and Bode plot viewing of the loop filter’s response, and allows the programming (through a computer) of the physical PLL’s $N$ and $R$ counters, phase detector, charge pump, and other registers.

A low-cost program, AADE’s Filter Design, helps the engineer simply and rapidly design almost all types of lumped low-pass, high-pass, bandpass, and bandstop filters, such as Butterworth, Chebyshev, Elliptic, Bessel, gaussian, and crystal ladder, while also displaying the filter’s insertion loss, return loss, group delay, input impedance, etc. As this program is circuit theory-based, and also uses ideal components (except for inductor $Q$), internal stray coupling and distributed reactances will begin to undermine its design accuracy as the frequency increases. This can be somewhat mitigated by designing for a higher frequency than that desired, since the stray effects will naturally lower the filter’s center frequency. Regardless of its limitations, this program is a must-have software tool for lumped filter design.

LC Match, by RadioCom Corporation, is a free program available on the Web that lets the designer enter a circuit’s source and load impedance, and then
will automatically display the possible LC matches (in L network form) along with the parallel equivalents, the VSWR, and the return loss.

*Impedance Matching Network Designer* by John Wetherell is a free online program that assists in the rapid design of 16 various matching networks; just enter the source’s resistance and reactance, with the frequency of interest and the desired circuit Q, and the program will display the values of the appropriate matching topologies. It is available online at [http://www-inst.EECS.Berkeley.EDU/~wetherel/rftoolbox/matcher2.html](http://www-inst.EECS.Berkeley.EDU/~wetherel/rftoolbox/matcher2.html).

Motorola’s *Impedance Matching Program* (MIMP) for power amplifiers permits the load and source impedances to be specified, then lets the user place lumped or distributed elements between this source and load, enabling the viewing of the quality of the resultant match on the program’s Smith chart and return loss graph. It is obtainable free on Motorola’s Web site.

*Multfreq*, by Cezar A. Carioca et al., is available free (through *Applied Microwave and Wireless Magazine Online*), and will automatically design a lumped or distributed diode frequency multiplier of the varactor or Schottky type. Since this program will display the distributed filter structures necessary for the multiplier circuits, along with the filter’s dimensions and frequency response, a distributed bandpass and low-pass filter can also be designed with this one-of-a-kind program.

*MixSpur*, by The Engineer’s Club, is a low-cost program that will graphically, and in tabular format, display the spurious output frequencies and their amplitude as emitted from a mixer and LO stage. A *must* for receiver and transmitter design to confirm that both in-band and out-of-band mixer-generated spurious signals are below specifications—or that more filtering, a new LO frequency, or a different mixer may be required. It is available for sale at [http://www.engineers.com/mxrspur.htm](http://www.engineers.com/mxrspur.htm).

*PUFF*, a microwave program by Caltech’s David Rutledge, Scott W. Wedge, Richard Compton, and Andreas Gerstlauer, is a linear (S-parameter) simulator that permits a designer to simulate lumped and distributed circuits, and then plot gain, return loss, and phase in a fully graphical format. Indeed, if an engineer does not possess a more expensive, high-end wireless software package, such as AWR’s *Microwave Office*, Eagleware’s *Genesys*, or HP’s *EEsof*, for example, then PUFF is indispensable. The full version of PUFF is included with this book on CD ROM.

On a system design level, Kirt Blattenberger’s low-cost *RF Workbench* should be purchased, as it will assist the designer to define the specifications of a transmitter or receiver’s amplifiers, filters, and mixer stages, and then view the resultant spectrum in the frequency domain. RF Workbench will not only permit you to see if the system’s sum frequency or LO feedthrough will be troublesome, but also, if any stage is going into compression, what the system’s gain, P1dB, IP3, $P_{OUT}$, and NF values are. This program checks whether any mixer spurs are in or out of band (and what their amplitudes may be), calculates the complete transmitter-to-receiver path, creates a frequency and cascaded amplitude budget plan, and does other functions too numerous to mention. Available on the Web.
A Spice program of some sort will always be required for certain circuit simulation tasks. *Electronics Workbench* (EWB), by Interactive Image Technologies, is quite a popular Spice simulator and is very simple to use. EWB allows the viewing of a lower-frequency circuit’s output in real time—as with any real-life oscilloscope or VOM—instead of in batch format as in most other Spice simulators. And EWB has just released a beta version of its software that is capable of simulating at RF frequencies. The RF simulation is accomplished with special active and passive high-frequency models, along with a built-in RF spectrum and network analyzer. However, any Spice simulator will have not only convergence problems (the inability to reach a solution), but will also be significantly slower than linear simulators. There are many other GUI Spice programs on the market, with some as low as $50.

There are a few other effective S-parameter-based tools available, such as Stanton’s low-cost text-based NOVA-686, or the much more expensive high-end programs that are able to model circuit theory and electromagnetic effects of all kinds, such as the ubiquitous *Genesys* by Eagleware, the new *Microwave Office* by AWR, and *EEsof* by Agilent. AWR’s and Agilent’s software packages permit the designer to view the nonlinear effects of any circuit you design, as well as the harmonic power of its output signal. Eagleware will be releasing its nonlinear simulation suite shortly. However, Microwave Office, Genesys, and EEsof, because of their high expense, are aimed strictly for the professional, as opposed to the amateur, market.

### 10.10.3 RF software issues

Just because linear S-parameter-based software does not allow a transistor to be physically biased with a power supply—since the S-parameter model is acting as a prebiased black box—does not mean that the actual amplifier’s biasing network should not be added to the S-parameter model’s input and output, just as in the final physical design. By adding the actual calculated biasing resistors and capacitors, the software simulation can take into account the true effects these biasing components will have on the amplifier circuit.

Many are confused when attempting to add a bias supply to a circuit in a linear S-parameter simulator, as no battery or power supply model is included (and if such a device is included it is for looks only, and does not function as a true bias supply). The engineer need only substitute a *ground* in the circuit for this missing bias supply, since a real bias supply—especially with its decoupling capacitors—is an RF short to ground anyway.

To reiterate a very important concept: Unless we utilize a simulation program that is at least as powerful as Caltech’s *Puff*, our distributed and lumped designs, whether for filters, matching networks, or transmission lines, will be out of spec because of calculation inaccuracies, lack of optimization, layout errors, radiation and ohmic losses, etc. Even with the best simulation program, however, first-build perfection—especially at the higher microwave frequencies—can be difficult; some physical tuning will almost always be required.
As stated, circuit theory’s limitations can plague even the simplest of high-frequency designs. When working with low frequencies, the answers provided by circuit theory formulas match well when compared to a final realized circuit. But as the frequencies increase into the high RF regions, circuit theory calculations lose some of their validity. In fact, if it takes less than one-eighth a signal’s wavelength period to traverse a circuit, then circuit theory will gradually sacrifice its accuracy. This can begin to noticeably affect a normal circuit at frequencies as low as 10 MHz, and is due to stray electromagnetic interactions between components and transmission lines that cannot be modeled in most circuit theory software. Another common problem with most simulation software is the modeling of internal capacitances and inductances, as well as undesired series resistances, within the passive components. But we can solve this problem by using passive components that have been modeled as $S$ parameters, instead of the normal perfect components (with only a selectable $Q$) supplied with the average simulator. Thus, we can see that we have some complex RF effects that can severely degrade circuit operation, resulting in a circuit that is actually resonant at a lower frequency, and with higher insertion losses and poorer return losses, than that calculated with only circuit theory. RF design is not considered “black magic” capriciously.

10.11 FCC Equipment Authorizations

10.11.1 Introduction

The Federal Communications Commission (FCC) is the governing force in the United States that controls all wireless communications. The FCC does this by allotting spectrum for the various wireless services, by licensing users of this spectrum, and by setting the power, stability, spurious signals, and bandwidth limits of all equipment capable of RF transmissions. Even receiving equipment is controlled by law, as it must not radiate excessively (this receiver radiation is due to the LO power reaching the antenna). Keeping electromagnetic interference to a minimum is vital so that operators of wireless equipment—as well as users of other devices (such as telephones, navigation equipment, and televisions)—will be able to enjoy relatively interference-free performance.

The FCC accomplishes this task by mandating that any device you design, whether it be a transmitter or a receiver, must have some type of FCC equipment authorization if it is to be sold, leased, or advertised to any individual or company; unless such sale is to the federal government or to a foreign country.

10.11.2 Wireless equipment law

As stated above, all electronic equipment that can emit electromagnetic radiation into the surrounding space is controlled under the FCC umbrella. The FCC breaks down all such radiators under three logical sections: intentional radiators, unintentional radiators, and incidental radiators. Intentional radiators comprise all RF wireless transmitters within the field of communications. Unintentional
radiators in RF communications would comprise receivers that create high levels of RF radiation internally for frequency conversions, but do not purposely propagate this energy beyond their own cabinet. Both intentional and unintentional radiators must obtain FCC authorization to be marketed within the United States. (There are some exceptions to this rule; see “Keeping the FCC Happy—A Reference Article,” Mitchell Lazarus, Wireless Design and Development Magazine, November 1999.) The third category, incidental radiators, is not of interest to the average wireless designer. This category comprises devices that are not intended to generate RF internally or externally, but do anyway, such as light dimmers, neon signs, and electric motors. No FCC authorizations are needed for any of these devices under the incidental radiator category, but they must not produce RF radiation above similar devices on the market.

Both intentional and unintentional radiators must have one of three new FCC authorizations, depending on the product and its use (or possible misuse). The old Type Approval, Notification, and Type Acceptance authorizations have been replaced with the Verification (similar to the old Notification), Declaration of Conformity (DoC), (similar to the new Verification), and Certification, (similar to the old Type Acceptance). There is no old Type Approval replacement.

Because of the legal complexity, a lawyer that specializes in FCC technical issues should be consulted before marketing any wireless device, but the following is a general guide to the type of equipment and the type of authorization that typically must be obtained. A major communications law firm such as Fletcher, Heald & Hildreth of Washington, D.C., is a full-service telecommunications firm founded in 1936, and is quite capable of handling most FCC related technical issues. Other practices, such as Latham & Watkins and Miller & Van Eaton, are also very competent in this area.

Fixed microwave point-to-point and licensed broadcast transmitters (intentional radiators), as well as television and FM stereo and mono receivers (unintentional radiators), will usually obtain a Verification Authorization. This type of authorization simply requires the manufacturer of the device to test for FCC technical compliance. A Verification Authorization is by far the least complicated to acquire, as your company need not even file FCC compliance documents and, as soon as the device successfully passes, sales can actively begin. All test and design paperwork should be preserved over the manufacturing life of the product, plus 2 years. All that is demanded is that certain devices must be labeled as directed by the FCC rules.

Virtually all other consumer unintentional radiators are commonly authorized under the Declaration of Conformity. The DoC also allows your company to obtain its own equipment authorization and, as with the Verification Authorizations, the FCC is not even notified of the product's existence. However, the DoC is far more expensive and complex to obtain than the simple verification, since all RF equipment tests must be performed by an accredited test facility. If passed, the equipment must be sold with the FCC logo attached, as well as with copies of paperwork called the Compliance Information Statement (which contains information on the product and its manufacturer). If the manufacturer so desires, it may also opt to obtain a Certification.
Mobile radios, licensed or unlicensed, as well as virtually all high-volume unlicensed transmitters of any kind, must obtain an FCC Certification. This covers the great majority of wireless devices, such as cordless and cellular phones, wireless local-area networks (WLANs), 802.11 devices, handi-talkies, and citizen band radios. Certification is quite intensive and expensive. It involves testing, substantial paperwork, and a large filing fee. Even then the device cannot be sold until the FCC approves the application, which can take 3 months or longer (private testing facilities may soon be approved to issue such Certifications, and in much shorter time periods).

After any engineering changes to an already authorized (either by Verification, DoC, or Certification) device that may have altered its RF compliance—such as a change in power, frequency, shielding, or isolation—a retest should be conducted to confirm that these changes have not dropped the product from the compliance standards. If the compliance tests on the modified device fail, all sales must be halted, and any problems fixed. However, if the engineering changes either have not affected the device, or have actually improved its compliance, then nothing need be done in the Verification or DoC cases (except maintaining all new test and design paperwork). In the case of Certification, things become more complicated. Almost any changes to the radio’s (or other authorized device) frequency-generating stages, or any increase in output power, must typically obtain a completely new Certification. Still, if the modifications were to other circuits that are not involved in the normal compliance tests, and no degradation in test results occurred, then the device may be allowed to continue to operate as before, with no new FCC filing necessary. Even if the device now has test results that are slightly inferior to the original device, then the manufacturer may still file a “Class 2” application, along with the current test data, and hope for FCC approval.

If the original or modified product is denied authorization by the FCC because of a specific, and correctly interpreted, rule or regulation, then it may be possible to obtain an FCC waiver that will permit your product to be sold. Or you may actually attempt to change the rules that are impeding your FCC authorization. This, however, is a highly complex, time-consuming, and expensive alternative—with no guarantee of success.

10.12 Support Circuits

10.12.1 Introduction

The following introduces assorted support circuits that are used frequently in wireless design. This book does not go into any design detail because many of them are usually placed in ICs (and may be but a small part of an overall RFIC) and rarely need to be designed by the wireless engineer today.

10.12.2 Circuits

Speech processing. Speech processing is a general term for a circuit that adjusts an input audio signal in amplitude, frequency, or both, before it is
placed into a transmitter’s modulator. *Speech compression* and *companding* are the most common of these processing techniques. A special form of speech processing, called *automatic level control* (ALC), affects the RF, instead of the audio, of a transmitter system.

Considering that the modulation frequency of FM, SSB, and AM transmitters will affect the transmitted bandwidth, a method to limit the maximum baseband frequency must be utilized. This can be accomplished by an active low-pass filter placed within the audio sections.

*Speech compression* prevents a much wider bandwidth from forming outside the desired AM passband because of the deleterious effects of overmodulation, which produces spectral *splatter*. Splatter is constructed of the additional harmonics created in the baseband signal by overmodulation, which further modulates the carrier, causing extra sideband components and a widening of the bandwidth. An overdriving of the IF and/or RF amplifiers of the transmitter may also occur, creating IMD. Splatter and IMD generate *adjacent channel interference* (ACI) and a less intelligible baseband signal. A speech compression circuit decreases these negative effects by amplifying a signal normally up to only a predetermined level, but then will begin to reduce gain by 1 dB for every 2 dB of audio input signal. These basic speech compression circuits will simply confine the maximum AM or SSB audio amplitude to some maximal value, while *dynamic compression* helps intelligibility by increasing the smaller baseband amplitude levels as well. Compression schemes in general are quite capable of raising the average output power of an SSB transmitter, while decreasing distortion and splatter and limiting modulation to 100 percent or below. Compression is so effective at increasing the average transmit power because human speech has voice amplitudes that are highly complex and irregular, yet the transmitter must be prepared to send out the *highest* voice peak with low distortion and splatter—a peak that may be 10 to 12 dB higher than the average energy contained within the entire waveform. Thus, compression smooths over much of these amplitude variations in order to allow a much higher average output power, and thus an increase in the range of the wireless link. Simply, basic speech compression acts in the same way as standard AGC, but is located in the audio stages (Fig. 10.25).

The technique called *companding* can take compression to outrageous levels by almost completely compressing all of the peaks to be at close to the same level as the speech’s valleys, and then expanding them back to normal amplitudes at the receiver (Fig. 10.26). This permits a high dynamic range, better signal-to-noise ratio, and much higher average output powers.

Many FM, and some AM and SSB, voice transmitters may even employ a form of processing called *speech clipping*. This clipper circuit actually hard-limits the voice signal if it reaches a certain high amplitude. A low-pass filter at the output of the audio section not only removes the harmonics produced by this clipping action, but also limits the maximum frequency possible of the baseband signal. A similar concept is an *audio clipper circuit* (Fig. 10.27), which can provide a degenerative out-of-phase feedback signal for any audio
peak voltage over a certain preset level. This circuit consists of an operational amplifier with back-to-back zeners, and a resistor that sets the audio gain, with the peak value of the baseband waveform being governed by the value of the diodes.

The form of compression called automatic level control, or RF compression, is found in SSB, AM, and even some FM transmitters. ALC essentially uses a
standard AGC circuit, but it is designed to operate on the transmitter’s IF (Fig. 10.28). This automatic level control decreases high-amplitude transmitted signals, without affecting nominal or lower signal levels. ALC controls the gain of the IF stages by sending a voltage to the gate or base of a variable-gain amplifier (VGA), which then decreases or increases the input power into the final amplifier. ALC does this by tapping the output of the power amplifier, rectifying and filtering this RF to DC, and then placing this voltage at the gain control input of the IF amplifiers. Thus, no matter what the amplitude of the original baseband signal, the linear power amplifier cannot be overdriven and create excessive adjacent channel interference.

Automatic frequency control. In low-cost non-PLL or non-crystal-controlled transmitters or receivers, an automatic frequency control (AFC) can be used to steady the system’s LC local oscillators. General frequency stability is obviously required for any superheterodyne receiver, especially when internal and external temperature changes occur, or the resultant frequency drift would convert any incoming RF signal to an improper IF, causing attenuation and distortion of the baseband signal. A transmitter also has the same reasons to maintain its stability for the receiver, and because it is capable of interfering with other wireless devices within adjacent channels, as well as the negative legal ramifications of a wandering transmitter.

A basic example of one type of AFC is shown in Fig. 10.29 for an FM receiver. The IF signal is tapped from the last stage of the IF strip and sent into an FM demodulator, which changes its own voltage output in step with the IF’s frequency drift. This drift is due to the unstable LC local oscillators. The demodulated signal is then inserted into the low-pass filter to obtain a DC control voltage.
for the varactor. The control voltage adds to or subtracts from the diode's center frequency bias. Since the varactor is placed across the tuned circuit of the $LC$ oscillator, it has some control over the output frequency of the LO. Thus, if the LO begins to move off frequency, the FM demodulator/filter will change from its center frequency output voltage level and place the appropriate correction voltage into the varactor, altering its capacitance, and coercing the LO back to its proper frequency.

**Squelch.** Squelch circuits mute the annoying static that occurs when an AM or FM receiver has no RF input signal since, because of normal AGC action, this will be when the IF stage gain will be at its peak. Another positive attribute to squelch circuits is that they save a significant amount of battery power in a portable device. An unsquelched receiver may use 100 mA or more, while a squelched receiver may run at only 15 mA or less.

A squelch circuit functions by stopping static from reaching the radio’s output speaker. This can be realized in one of three ways: The supply voltage to the audio amplifiers can be switched off; the audio amplifiers can be disabled by furnishing a reverse bias to their base; or the noise energy is actually prevented from arriving at the audio amplifiers by either blocking the energy with a series pass transistor, or by shorting it to ground. Nevertheless, a majority of all squelch circuits detect the presence of an RF input signal by simply looking at the DC output of the AGC loop.

One common squelch circuit is as shown in Fig. 10.30. When the receiver is not receiving an RF signal of the proper input level—or perhaps no signal is present at all—then the IF stages of the receiver will be biased by the AGC loop for maximum amplification. The static level would be very high into the radio’s speakers if this squelch circuit were not present, and shunting the noise to ground through the squelch gate (an on transistor switch). But if we couple this IF AGC bias voltage into the AGC IN of the SQUELCH AMP and on to the squelch gate, then when an RF signal of the proper strength is finally received, it will generate an AGC voltage of a sufficient amplitude capable of cutting off the squelch gate, switching it into a nonconducting state. This will permit the detected baseband audio to now proceed into the AUDIO AMP to be amplified and sent onto the speaker.
Another squelch system is shown in Fig. 10.31, and filters the noise frequencies, which are at about 5 kHz to 6 kHz, with a bandpass filter that taps a small amount of the signal from the IF. It then passes only these noise components on to a STATIC AMP, and into the RECTIFIER/LPF to be changed into a DC control voltage for the squelch gate. For instance, if no RF signal is being received, the noise amplitude will be quite high. The noise will be further amplified by the STATIC AMP, changed to DC by the RECTIFIER/LPF, and placed at the squelch gate input to bias it on. This short-circuits the output of the detector to ground, preventing the AUDIO AMP from receiving this noise, and thus quieting the audio output. However, if a signal of sufficient strength were received, the noise levels would naturally decrease, biasing off the squelch gate, and thus permitting the baseband to reach the AUDIO AMP and to be sent on to the radio’s speaker.

We can employ integrated circuits to assist in performing squelch functions (Fig. 10.32). As most wireless devices, at a minimum, utilize an IF IC strip, we may simply tap the IC’s received signal strength indicator (RSSI) pin to obtain a DC voltage level that corresponds to the actual RF received signal strength. We can then feed this into a comparator that is adjustable for the selected squelch threshold by the control $R_1$. As an example, if IN1 from the chip’s RSSI output is lower than the reference level at IN2 (as set by the voltage divider of $R_1$), then the comparator will swing near to its positive rail ($+V_{CC}$), turning on the squelch gate. This will short the AUDIO AMP’s collector to ground, preventing the static signal from reaching the power amplifier and speaker of the next stages.

There are highly integrated RFICs that employ their own internal squelch circuits, with an internal voltage audio amplifier, and that demand only a discrete potentiometer at the appropriate pin to fully adjust the squelch to any desired level.

**Figure 10.30** An AGC-based squelch circuit.
Figure 10.31  A noise-based squelch circuit.

Figure 10.32  A squelch circuit using an IC’s signal level output with a comparator.